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SU(2) X SU(2) shift operators analogous to the SU(2) shift operators developed and used by the 
author for the classification and analysis of representations of Lie algebras in an SU(2) or SO(3) 
basis are obtained for the SU(2) X SU(2) Lie algebra in the case where one has an additional set of 
operators forming an irreducible four-dimensional tensor representation of SU(2) X SU(2). The 
shift operators obtained are used to treat the representations of SO(5) in an SU(2) X SU(2) basis. 

PACS numbers: 02.20.Qs, 02.20.Sv 

1. INTRODUCTION 

In a previous paper, I Hughes and Yadegar showed how 
from the generators of an SU(2) [or SO(3)] group and a set of 
operators I T (j,Il) I transforming as an irreducible tensor re
presentation of dimensions (2j + 1) of the SU(2) Lie algebra, 
one could construct shift operators 0 k which, when acting 
to the right upon eigenstates of the SU(2) representations, 
shiftthe value of I [/ (I + 1) being the value of the SU(2) Casi
mir invariant] by k, where k can take on any value in the 
range - j, - j + 1, ... ,j - 1,j. 

These shift operators have been used by the author and 
collaborators to classify and analyze irreducible representa
tions of numerous Lie algebras, both compact and noncom
pact, in an SU(2) or SO(3) basis.2-7 They have also been par
ticularly useful in tackling state labeling problems such as 
arise for SU(3):::>SO(3),B-11 and in a series of papers by Van
den Berghe and De Meyer l2

-
21 have been used to solve the 

state labeling problems that arise in the classification of mul
tipole phonon states using the SO(5), G(2) and SO(7) Lie alge
bras. The shift operators have also been used to treat the 
superalgebras Osp(2, 1 )22 and Spl(2, 1).23 

One disadvantage of the SU(2) shift operators is that 
when the Lie algebra G has dimension greater than about 10 
the degeneracy of the SU(2) or SO(3) subalgebra's represen
tations in a given irreducible representation of G becomes 
rather high and several additional commuting state labeling 
operators are required to distinguish between the degenerate 
SU(2) states. For a given Lie algebra G the most convenient 
subalgebra H with respect to which to analyze the represen
tations of G would be a maximal one, but in general it would 
be extremely difficult to write down H shift operators analo
gous to those constructed for SU(2) since, for instance, a 
knowledge of the Clebsch-Gordan coefficients of H would 
be required. However, if H is just a direct product (xSU(2))" 
then the shift operators for H should be obtainable without 
too much difficulty using the fact that, for each individual 
SU(2) in the direct product, they must behave like the al
ready familiar SU(2) shift operators of Hughes and Yade
gar. I The Lie algebras B(n) of the SO(2n + 1) groups and C(n) 
of the Sp(2n) groups both possess (X SU(2)t subalgebras, as 
does the exceptional Lie algebra G(2). This fact can be seen 
easily by inspection of their root systems. So for these Lie 
algebras generalized (X SU(2))" shift operators should be a 
useful tool which can be constructed without too much diffi
culty. The Lie algebras A(n) ofSU(n + I) and D(n) ofSO(2n) 

do not contain (X SU(2))" subalgebras but will still contain 
(X SU(2))m subalgebras with m < n-for instance for A(n), 
m = [nI2]. 

In this paper we consider the simplest case ofSO(5), 
whose Lie algebra contains an SU(2) X SU(2) subalgebra [the 
Lie algebras of SO(4), SU(2) X SU(2), and SO(3) X SO(3) are, 
of course, isomorphic]. Apart from the SU(2) X SU(2) gener
ators, the additional SO(5) operators form an irreducible 
four-dimensional tensor representation R Il·l) of 
SU(2) X SU(2). In Sec. 2 we construct the SU(2) X SU(2) shift 
operators for this case. Denoting by p( p + I) and q(q + I) 
the eigenvalues of the Casimirs lP'2 and Q2 of the two SU(2) 
subalgebras, the shift operators obtained shift ( p,q) by 
( ± !,!) or ( ± !, - !). 

In Sec. 3 the mutual commutation relations of the R 11·1) 

operators are used to obtain relations between SU(2) X SU(2) 
scalar double products of the shift operators and the SO(5) 
invariants. The Hermiticity properties of the shift operators 
are also written down. 

In Sec. 4 these properties of the SU(2) X SU(2) shift oper
ators are used to classify and analyze the representations of 
SO(5) with respect to the SU(2) X SU(2) subalgebras, and also 
to write down the matrix elements of the R IW generators 
between arbitrary SU(2) X SU(2) states. The results obtained 
are in agreement with those found by Kemmer, Pursey, and 
Williams24 and by Sharp and Pieper. 2s 

2. SU(2)XSU(2) SHIFT OPERATORS 

We consider the group SU(2Y' X SU(2)Q generated by the 
mutually commuting sets I Po, P + I and! qo,q + I, respec
tively, satisfying the usual SU(2) commutation relations. We 
denote the two Casimirs by lP'2 = P +p _ + Pol Po - I) and 
Q2 = q+q_ + qo(qo - 1), and the eigenvalues oflP'2, Q2,PO 
and qo by p( p + I), q(q + I), m and Il respectively. 

We now introduce an irreducible four-dimensional ten
sor representation R 11·1) ofSU(2) X SU(2) whose elements sa
tisfy the commutation relations 

[ Po,R I. :± l ] = !R l. ± I' [ Po,R - l.r I] = -!R - I. ± (, 

[p+,RI.±d =0, [p_,R_I.±I] =0, 

[ p +,R _ I. ± I] = R I. ± p [ P _,R I. ± I ] = R - I. ± I' 

[ qo,R ± 1.1] =!R ± 1.1' [ qo,R ± I. _ i] = - R ± i. - I' 

[q+,R HI ] =0, [q-,R±l.-d =0, 

[q+,R±I.-I] =R±J.l' [q-,R±I.I] =Ri\.,.(2.1) 
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For the time being we need not consider the mutual 
commutation relations of the R [HI operators since they do 
not affect the construction of the shift operators. Neither do 
we need to specify any Hermiticity relations, even for the p's 
or q's; the shift operators will be equally valid if 
SU(2) X SU(2) is replaced by a noncompact version such as 
SO(2,I)XSO(2,1), SU(I,I)xSU(I,I), or SO(3, 1). We obtain 
four SU(2) X SU(2) shift operators, the method of construc
tion being by analogy with the construction ofSU(2) shift 
operators out of a two-dimensional irreducible set of tensor 
operators,I.7.22 to which the SU(2) X SU(2) shift operators 
must reduce for SU(2Y, and SU(2)Q individually. We shall not 
give any details of their construction, but merely write them 
down here. Denoting by P and Q the operators whose eigen
values arep and q [so p2 = PIP + 1), Q2 = Q(Q + 1)], they 
are 

(1,1) 
0 1,1 = R1,I(P+Po + I)(Q+qo+ 1)+R_I,-lq+P+ 

+ R j, -lq+(P + Po + 1) + R -j,IP+(Q + qo + 1), 
(2.2) 

(-j, -I) 
o -j.-I = -R_j.-1(P+Po)(Q+qo)-RI,jq_p-

+ R -j,lq-(P + Po) + R j, -IP-(q + qo), (2.3) 

( !, I) 
o -I,-! = -Rl,-!(P+po+ I)(Q+qo)+R_ I,lq-P+ 

+ R1,lq_(p+ Po + 1) - R -I,-!P+(Q + qo), 
(2.4) 

(-\' -I) 
o \' 1 = - R _ \.l (P + Po)(Q + qo + 1) + R\, -I q +p_ 

- R _I, -lq+(P+ Po) + Rj,jp_(Q + qo + 1), 
(2.5) 

The actions of these shift operators when acting to the right 
on the eigenstates I~:;) ofSU(2YXSU(2)Q are 

o G:D Ip,m) 0:: Ip + ~,m + I!)' 
q,j-t q + 2,j-t + 2 

o(=t=DIP,m) 0:: Ip - !,m - !), 
q,j-t q - !,Il - ! 

o (-;: -DIP,m) 0:: Ip ~ ~,m ~I!)' 
q,1l q 2,1l 2 

o(-::-PIP,m) 0:: Ip - ~,m -Ii). 
q,j-t q + 2,j-t + 2 

(2.6) 

In analogy with results obtained by Hughes and Yade
gar, 1 using SU(2) shift operators constructed from a two
dimensional irreducible tensor set of operators, one obtains 
easily the following results: 

1016 

[ P,R j , ± j ] (2P + 1) = R _ j. ± IP + + !R!. ± I (2po + 1), 
(2.7) 

[P,R_ I,±I](2P+ 1)=RI,±IP- -!R_ I.±1(2Po-l), 
, (2.8) 

[Q,R ± 1.1 ] (2Q + 1) = R ± I. _ I q + + iR ± 1.1 (2qo + 1), 
" ' (2.9) 

[ Q,R ± \. _ I ] (2Q + 1) = R ± U q _ - iR ± j,j (2q() - 1). 
, " (2.10) 
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These will be used in the following section to obtain the 
Hermiticity properties of the SU(2) X SU(2) shift operators. 

3. THE LIE ALGEBRA OF 50(5) 

SO(5) is generated by the p's, q's, and R [HI operators 
given in Sec. 2 where, in addition to the commutation rela
tions (2.1), the R [HI operators also satisfy 

[RwR_ I._ I ] = -po-qa, 

[R I. -I'R -1.1] = Po - qo, 

[RWR j._ I ] =p+,[RwR_ j.l ] =q+, 

[R_j.-1,RI.- 1 ] =q_,[R_I.-I,R_ H ] =p_. (3.1) 

In addition the SO(5) generators also satisfy the Hermiticity 
conditions 

P6 =Po,pt+ =p_, q6 =qo,qt+ =q_, 

RL = -R_I.-IRt.-1 =R-w (3.2) 

SO(5) possesses two invariants of second and fourth or
ders in the generators (but both are of second order in the 
R [j,ll operators; there is no independent invariant of fourth 
order24 in the R [l.jl). The invariants, which are both Hermi
tian, are 

12=Rl.-lR_I,I-Rl.jR_j,-1 +p2+Q2_ po, (3.3) 

14 = 2R f.! q _p _ + 2R 2_ I. _ ! q +p + 

- 2R f, _j q +p - - 2R 2_ j,1 q _p + 

- 4RI,jR -l.jq-po + 4R j. -I R -j, -jq+po 

- 4R j,IR j • - !p-qo 

+ 4R -1,IR -I. -jp+qo + 4R I.jR -I, -IP~O 
+ 4R j, _jR _ \.lP~o 
+ (p2 + Q2)(212 + 1) _ 6p2Q2 + 4Q2po 

+ 4p2qo - 4qrP6· (3.4) 

Note that the expressions for 12 and 14 are not symmetrical in 
Po and qo; this is because the products ofthe R [1·)1 operators 
are written in a form which is not symmetrical with respect 
to the p and q suffixes. Note also that 12 and 14 are precisely 
what are called A 2 and M4 by Kemmer et al. 24 

In order to simplify calculations, we define the follow
ing normalized shift operators, valid when acting to the right 
on SU(2)X SU(2) states I~:;): 

A(!J) 
(:) 

( + I. + \) 

= [(p + m +! ± !)(q + Il +! ± !)]-1/2 0 (~,!;)± I. 
q.j1-

(3,5) 

A (~D = [( p + m + 1 + 1)(q + /I + 1 + 1)] - I I 2 0 ( ~ l: ~ D. 
(:) 2 - 2 r- 2 2 (;;) 

(3.6) 

The advantage of using these normalized operators is that in 
doing so one has effectively divided out the internal structure 
of the SU(2) X SU(2) representations. 

Now, making use of Eqs. (3.1), (3.3), and (3.4), we obtain 
the following expressions for SU(2) X SU(2) scalar products 
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of the shift operators. 

A(l) A(:::l) 
(:~ll) (:) 

= -W4-(p+q)(p+q+l) 

X (212 - (p + q - I)(p + q + 2))), 

(::: D (D 
A (::11) A (;) 

= -!(I4-(p+q+ 1)(p+q+2) 

X (212 - (p + q)(p + q + 3))), 

ALl) A(-P 
(:.:t) (:) 

=W4-(p-q)(p-q-I) 

X (212 - (p - q + I)(p - q - 2))), 

(-D L;) 
A (:_+11) A (:r 

=W4-(P-q)(p-q+ 1) 

X (212 - (p - q - I)(p - q + 2))). 

(3.7) 

(3.8) 

(3.9) 

(3.10) 

The structure of the SO(5) representation is, apart from Her
miticity requirements, contained entirely in these four equa
tions. 

Using the Hermiticity relations (3.2) together with Egs. 
(2.7)-(2.10), one obtains after some easy calculations the fol
lowing Hermiticity properties of the shift operators: 

(A (D)\2P + I)(2Q + 1) = A (::: D(2P)(2Q), (3.11) 

~ (~I)Y(2P + I)(2Q + 1) = A (~I)(2P)(2Q + 2). 

(3.12) 

Note that the original 0 shift operators satisfy precisely the 
same Hermiticity relations. 

Taking matrix elements of Egs. (3.11) and (3.12) 
between the SU(2) X SU(2) eigenstates I:) (the m and,u labels 
are omitted for the sake of brevity) we obtain 

(~:! I (A (~\)rl~) 
= (2p + 2)(2q + 1 =f 1) (p + !\A (;~l)1 p) . (3.14) 

(2p + 1)(2q + 1) q + ! q 

Finally, from these two relations one obtains the follow
ing formulas for the matrix elements of the double product 
operators of Eqs. (3.7)-(3.10): 

(PiA (~l) A (±Dip) 
q (::D (:) q 

1017 

= (2p + 2)(2q + 1 + 1) 
(2p + I)(2q + 1) 
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(3.15) 

(piA(+D A(~Dip) 
q (:~!l) (:) q 

= (2p)(2q + 1 ± 1) 

(2p + 1)(2q + 1) 
(3.16) 

These relations show that the double-product operators are 
all positive semidefinite. Equations (3.7)-(3.10), (3.15), and 
(3.16) are all that are needed in order to give a classification 
and analysis of the irreducible representations (1.R.'s) of 
SO(5). This we do in the following section. 

4. IRREDUCIBLE REPRESENTATIONS OF 50(5) 

In this section we use the properties of the SU(2) X SU(2) 
shift operators given in Sec. 3 to classify the I.R.'s ofSO(5). 
The internal properties of the I.R.'s ofSU(2)X SU(2) can be 
summarized by the statement that p and q must be non
negative integers or half-integers. The first step is to deter
mine the maximum and minimum values within a given I.R. 
ofSO(5) ofp and q, so we define I~,), I~'), I~,), and IP to be 
states of, respectively, minimump, minimumq, maximump, 
and maximum q. These, and all other states of the I.R., are 
connected to one another by repeated actions of the shift 

operators A ( ± l) and A (: l), as depicted in Fig. 1. From the 
way in which the states are connected, one sees that the var
ious p and q values of the above states must obey the relation
ships 

10, k ) 

q' - q = p' - p, q' - '1. = p - PI' 

p'-E.=q-ql' ql-'1.=PI-E.· 

1 n- k, n I 

I n-k-1h1n-1~~.1 n-k.Y2) n- V2 I / rx" 
/ / ,"-

/ / ,,"-

(4.1) 

/ / , " 
/ / ,,~n_1/2,n_k. 112 I 

/ / 
/ In,n-kl 

.V21/ V 1 1 
/ AP,q) // / In- / 2,n-k- /21 

, 
1112, k, 1/2)' , , , , , 

" ' , / 

/ / 
/ / 

/ / 
/ 

/ 

/ 
/ 

/ 

/ 

10,0) 1 k, 0) P 

FIG. I. States ( p,qj of the irreducible representations of SO(5) specified by 
12 = (2n2 - 2nk + k 2 + 3n - k), 14 = k (k + I )(2n - k + 2)(2n - k + I) 

are represented by a solid circle. The actionsof A (*;) are represented by a 

open arrows, and those of A ( : ;) by closed arrows. 
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( !) 
Now we must have A ±! I:,) = 0, and hence also 

A (~;)A (± 1)1:,) = 0; so using Eqs. (3.8) and (3,10) we obtain 

0=14 - (p +q' + 1)(p +q' + 2) 

X (21z - (p + q'){p + q' + 3)), 

° = 14 - (p - q')(p - q' + 1) 
X(2Iz - (p - q- - l)(p - q- + 2)). 

Elimination of 14 yields 

(p + 1)(2q' + l)/z 

= (p + 1)(2q' + 1)(pZ + 2p + q'Z + q'); 

so, since we cannot have either p = - 1 or q' = - 1, 
l z = (pZ + 2jj + q'Z + q'). (4.2) 

Since 12 is an invariant, this value must apply for all states of 
the I.R. 

In a similar manner, by considering the state 12') we 
obtain q 

12 = (qZ + 2q + p'2 + p'). (4.3) 
Next consider the state I:, ); this must be annihilated by 

A (~D, so also A C!)A (~i)I~) = 0. Use ofEqs. (3.7) and 
(3.9) then yields the relations 

0=14 - I.e + ql)(.e + ql + 1) 

X(2Iz - (.e + ql - 1)(.e + ql + 2)) 

O=14-(.e-ql){.e-ql-l) 

X (21z - (.e - ql + l){.e - ql - 2)). 

Again, elimination of 14 gives 

.e(2ql + 1)(12 -.e2 
- qi - ql + 1) = ° 

or, since ql # -!, 
.e(12 -l- qi - ql + 1) = 0, (4.4) 

Similarly, from considerations of the state I~'), we get 

q(12 - 'i - pi - PI + 1) = 0, (4.5) 

From (4.4) and (4.5) we obtain the following possibili
ties: (a)q =.e = 0; (b).e = 0,12 = q2 + P; + PI - 1, (c)q = 0, 
12 = l + qi + ql - 1, (d) 12 = q2 + pi + PI - 1 =l + qi 
+ ql - L Each possibility must then be used in conjunction 

with Eqs. (4.1 )-(4.3). Possibilities (b), (c), and (d) all lead to 
conclusions which violate the Hermiticity conditions (for in
stance, possibility (b) leads to PI = P + 1 or p + !), and we 
omit the details of the rather cumbersome algebraic manipu
lations involved. The first possibility, P = q = 0, however, 

works. In this case, Eqs. (4.1) become 

ql = PI' q' = q - p + p', q' = p - PI' P' = q - ql' 

and these together with Eqs. (4.2) and (4.3) yield (calling 
p=n,PI =k) 

.e = q = 0, PI = ql = k,p = q = n, p' = q' = n - k, (4.6) 

where n>k and n, k are both non-negative integers or half
integers. Finally, using Eq. (4.2) together with one of the 
equations for 14 yields 

12 = 2nz - 2nk + k 2 + 3n - k, (4.7) 

14 = k (k + 1){2n - k + 1)(2n - k + 2). (4,8) 

A given I.R. ofSO(5) can then be labeled by the pair (n,k) or, 
equivalently, by the values given in Eqs. (4.7) and (4.8) for the 
invariants l z and 14 , [Note that in the notation of Kemmer et 
al.,24 n = !(k + I)]. 

Having determined the ranges of p and q for the I.R. 
D (n,k) ofSO(5), which are as shown in Fig. 1, the next task is 
to determine the multiplicity of the states. It is already 
known24

,z5 that the states are simple, i.e., (p,q) is nondegen
erate, so we shall give here only a sketch of how the simpli
city of the states could be demonstrated using our shift oper
ator techniques. The method consists of working out the 
fourth order product operator 

_ (-D C~D (-D W 
G - A (p'::' ! ) A (P' ) A (P +- I ) A ("P) 

q+j q+1 q+l q 

acting on the state I: ); G represents a shift around a square of 
Fig. 1. On calculations of G, one finds that it can be expressed 
entirely in terms of l z• 14 ,p, and q, which is equivalent to the 
statement that there are no independent SU(2) X SU(2) scalar 
operators of order four in the R (I,ll operators. Thus G is a 
diagonal operator, so G I:) ex: I:) for any state I: ). The sim
plicity of the (p,q) states can then be proved by induction . 

For instance suppose I~ = 7) I ex: A (::: DA C DI~ -k) and 

In-k) ex:ACDA(:::Dln-k),thenln-k) ex:Gln-k) 
n-12 n' n-12 n-ll 

ex: I~ = ~) I' and so the two states are identical, i.e" the eigen
values (n - k, n - 1) of (P,Q ) are simple. By applying the G 
operator to states corresponding to (p,q) values successively 
further removed from (n - k, n), i.e., by shifting around 
squares which are successively further removed from the top 
square of Fig. 1, one proves by induction that all (p,q) values 
are simple. 

Using Eqs. (3.7)-(3,10) with the values for 12,14 given in 
Eqs. (4.7) and (4.8), one obtains 

(!) 
A (!p _ !) = -!( P + q - k )( P + q + k + 1)( P + q - 2n + k - 1)( P + q + 2n - k + 2), 

q-! 
(4.9) 

A ~;}\t ~ll) = - !(p + q + k + 2)(p + q - k + l)(p + q + 2n - k + 3)(p + q - 2n + k), (4,10) 

CD (-D 
A (: ~ : t (: r = ~(p - q + k )( P - q - k - 1)( P - q + 2n - k + 1)( P - q - 2n + k - 2), (4,11) 

(-1) (-D A (~~ nA (~y = ~(p - q - k )( P - q + k + 1)( P - q - 2n + k - 1)( P - q + 2n - k + 2). (4.12) 
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Substitution of these results in Eqs.(3.15) and (3.16) then yields 

l(
p+!IA(i) Ip)12 = (2p+I)(2q+l)(p+q+k+2)(p+q-k+l)(p+q+2n-k+3)(2n- p - q -k), (4.13) 
q+~ (:) q 2(2p+ 2)(2q+ 2) 

I (
p - ~ IA (:::D Ip) 12 = (2p + 1)(2q + I)(p + q + k + l)(p + q - k)(p + q + 2n - k + 2)(2n - p - q - k + 1) , 
q-! (:) q 2(2p)(2q) 

(4.14) 

I 
/ p + ! 1 A CD 1 p) 12 = (2p + 1 )(2q + 1)( P - q - k )( p - q + k + 1)( P - q - 2n + k - 1)( P - q + 2n - k + 2) , 
\q - ~ (=) q 2(2p + 2)(2q) 

(4.15) 

l(
p-!IA(-Plp)1

2 = (2p+ 1)(2q+ l)(p-q+k)(p-q-k-l)(p-q+2n-k+ l)(p-q-2n+k-2). 
q+! (=) q 2(2p)(2q+2) 

(4.16) 

Choosing the relative phases of the state so that <: ~ IIA g±)') I: > are both real and non-negative, we now obtain 

(
p +! IA (l) Ip) = [(2P + 1)(2q + 1)(p + q + k + 2)(p + q - k + 1)(p + q + 2n - k + 3)(2n - p - q - k) ]1/2, (4.17) 
q+! (=) q 2(2p+ 2)(2q+ 2) 

(
P-!IA(:::l)lp) = [(2P + 1)(2q+ l)(p+q-k)(p+q+k+ l)(p+q+2n-k+2)(2n-p-q-k + 1)]112, 
q_! (=) q 2(2p)(2q) (4.1 

(
P+!IACl)lp) = [(2P + 1)(2q+ I)(p-q-k)(p-q+k+ l)(p-q-2n +k-l)(p-q+2n -k+2)]1I2, (4.19) 
q-! (=) q 2(2p+2)(2q) 

(
p - ~ \A (- D \p) = [(2P + 1)(2q + l)(p - q + k)(p - q - k - l)(p - q + 2n - k + l)(p - q - 2n + k - 2)]112. (4.20) 
q+! (=) q 2(2p)(2q+2) 

By a simple extension ofEq. (3.14) of Hughes and Yadegar, 1 we obtain the following expressions for the reduced matrix of 
theR [1.11: 

(p + !IIR II p) = [(2P + 2)(2q + 1 + 1)] 112(p +! IA (± DIp), (4.21) 
q ±! q (2p + 1)(2q + 1) q ±! (=) q 

(p - !/IR liP) = [(2P)(2q + 1 ± 1) }112(p - !IA (~Vlp), (4.22) 
q ± ~ q (2p + 1)(2q + 1) q ± ~ (=) q 

Hence, using Eqs. (4.17)-(4.20), we obtain 

(p + !IIR II p) = [!(p + q + k + 2)(p + q - k + l)(p + q + 2n - k + 3)(2n - p - q - k)] 112, 
q +! q 

(p - !IIR II P) = [~(p + q - k)(p + q + k + l)(p + q + 2n - k + 2)(2n - p - q - k + I)] 1/2, 
q-~ q 

(p + !/IR II p) = [!(p - q - k)(p - q + k + l)(p - q - 2n + k - I)(p - q + 2n - k + 2)] 1/2, 
q-! q 

(p - !IIR II P) = [!(p - q + k)(p - q - k - I)(p - q + 2n - k + I)(p - q - 2n + k - 2)] 1/2. 
q +! q 

(4.23) 

(4.24) 

(4.25) 

(4.25) 

Note the sign difference between the expression for <: = IIIR II: > given here and in the paper by Sharp and Pieper. 25 This is due 
to a slight difference in the definition of reduced matrix elements. 

Finally, we obtain the following expression for the actions of the R [HI on the states I::;> of the I.R. D (n.k I ofSO(5), in 

which the matrix elements of A (±,,) and A (±\) are as given in Eqs. (4.17)-(4.20): 

1019 

R I p,m I = [(P + m + l)(q ±Ji + 1))I12(P + ~\A (D\ p) I p + !,m +!) 
I· ± I q,Ji (2p + 1)2(2q + W q + ! q q + !,Ji ± ! 

=f [ (p - m)(q=fJi) ]1I2(p - !IA (::::)1 p) I p - 1,m + 1) 
(2p + 1 )2(2q + 1)2 q - ~ q q - !# ± ! 

=f [ (p - m)(q=fJi) ]1I2(p + !IA (~I)1 p) I p + 1,m + 1) 
(2p + 1 )2(2q + 1 f q - ! q q - 1# ± ! 

+ [(P - m)(q=fJi + 1) ]112(p - !IA (~I)I p) I p - !,m +!), (4.27) 
(2p + W(2q + W q + ! q q + !# ± ! 
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R _ I p,m I = [( p - m + l)(q ±,u + 1)] 112 ( p + ~ IA (i) I p) I p + ~,m - !) 
j.±! q"u (2p + W(2q + 1)2 q + ~ q q + !,,u ± ! 

+ [ (p + m)(q=F,u) ]112(p - !IA C=i)1 p) I p - !,m -!) 
- (2p + W(2q + 1)2 q - ! q q + !"u ± ! 
+ [ (p - m)(q=F,u) ]112(p + !IA (~!)I p) I p + !,m -!) 
- (2p + W(2q + 1)2 q - ! q q - !,,u ± ! 
_ [(P + m)(q ±,u + 1) ]1I2(p - !IA (~!)I p) I p - !,m -!), 

(2p + W(2q + 1)2 q + ! q q + !"u ± ! (4.28) 

5. CONCLUSION 

In this paper we have constructed shift operators which 
play the same role for SO(4) or SU(2) X SU(2) as the ones 
constructed by Hughes and Yadegarl did for SO(3) or SU(2), 
and shown by the example ofSO(5):::> SU(2) X SU(2) how they 
may be used to classify the irreducible representations of 
SO(5), obtaining results in agreement with those obtained 
using different techniques by Kemmer et al. 24 and by Sharp 
and Pieper. 25 It is the author's intention to use similar shift 
operator techniques to tackle the G(2):::> SU(2) X SU(2) prob
lem, and G. Vanden Berghe and H. De Meyer intend to 
obtain SU(2) X SU(2) X SU(2) shift operators for the Lie alge
bra of SO(7). It is hoped that the results obtained by these 
techniques will facilitate the calculations involved in the 
classification of octupole phonon states. 
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In this paper we describe the relations between the irreducible representations of the 
hyperoctahedral group in four dimensions and irreducible, low-dimensional representations of 
the orthogonal groups 0(4) and SO(4). 

PACS numbers: 02.20.Qs, 02.20.Rt 

I. INTRODUCTION 

In recent times a lot of work has been done on four
dimensional lattices in order to get discrete approximations 
of the four-dimensional space. The hyperoctahedrallattice 
can be generated as the set of linear combinations of the four 
elements of an orthonormal basis with integral coefficients. 
The first step in the examination of this lattice should be the 
investigation of its point group. In an earlier paper (see Ref. 
1) we described the structure and the complete system of 
irreducible representations of the point group formed by ro
tations and reflections, called W4 , and its subgroup of pure 
rotations, SW4 • 

As W4 is a subgroup of 0(4), all representations of 0(4) 
form representations of W4 when restricted onto that group. 
Similarly, restrictions of representations of SO(4) onto SW4 

yield representations of SW4 • 

It may occur that the restriction of an irreducible repre
sentation of the continuous group onto the appropriate finite 
group is reducible and decomposes into a number ofirredu
cible representations. Our aim is to find all irreducible repre
sentations of 0(4) and SO(4) which stay irreducible when 
restricted to W4 or SW4, respectively. 

The paper is organized as follows. After some prelimin
aries we describe, in Sec. III, the representations of 0(4) and 
SO(4) in a way which is the most convenient for our pur
poses. In Sec. IV we determine the irreducible representa
tions of 0(4) that stay irreducible after restriction on W4 • For 
this purpose, we also compare the twofold Kronecker pro
ducts of the four-dimensional canonical representations of 
both groups. In Sec. V we do the same with SO(4) and SW4 • 

Additionally, we show what happens with the low-dimen
sional representations of SO(4) on the finite subgroup SW4 

(see Table V). 

II. PRELIMINARIES 

In our notation we follow Miller.2 If we use the symbol 
" = " for representations, this only means the equivalence of 
the representations and not actual identity. 

The symmetry group W4 ofthe four-dimensional cube, 
consisting of pure rotations and rotations combined with 
reflections, is a group of order 384 and can be presented by 
the wreath product Z2-S4' which is isomorphic with 
(Z2)4 ® ,S4 where (Z2)4 is the invariant subgroup. 

The subgroup of all pure rotations, called SW4 , is of 
order 192. For details on the structure and the representa-

tions of these groups the reader is referred to Ref. 1. Here we 
present only the characters in the Tables I and II. 

For W4 , the characters are denoted by X~', where the 
upper index, n, indicates the dimension of the appropriate 
representation and the lower one, k, denumerates the char
acters of different representations of the same dimension. 

For SW4 , the characters are denoted by an additional 
left upper index s: sX~'. The lower index is omitted ifthere is 
only one representation of the given dimension. 

The symmetry operations performed on the cube de
fine, in a canonical way, a representation of dimension four 
which is irreducible and faithful. Therefore, by a theorem of 
Burnside and Brauer (see Isaacs, Ref. 3), it is possible to 
obtain all irreducible representations of W4 and SW4, respec
tively, by decomposing multiple Kronecker products of 
these canonical representations with themselves. The char
acters of these canonical representations are given by X\41 (for 
W4) and 'X\41 (for SW4 ). In the Tables III and IV we list the 
multiplicities of irreducible representations appearing in m
fold Kronecker products of the canonical representations 
with themselves. For this purpose, the representations be
longing to the characters X~I and 'X~', respectively, are la
beled 1tl and '..,'0::1, respectively. Furthermore, the canonical 
representations which appear to be ..,'otl and s..,'o)41 are called Tin 

TABLE I. Characters of W •. 

$. -cycles t 1'2 1'4 1'2' ' , 1'1 l'j 8 
, 

2'4 2621 l 16 24 4 

S, -cycles l' l' l2 l2 7' 131]2 1'2 l' 13 4 4 // 1'2 13 132' 122 t' 
order 1 4 12 12 6 32 2424 4 3248 4812 24 12 32 32 12 12 1 

XIii 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
x2' 1 -1 -1 1 1 -1 1 -1 -1 1 -1 1 1 -1 -1 1 -1 1 1 1 
XSI 1 1 -1 -1 1 1 -1 -1 1 1 -1 -1 1 1 -1 1 1 1 -1 1 
X~l\ 1 1 1 -1 1 ·1 -1 1 -1 1 1 -1 1 -1 1 1 -1 1 -1 1 
X\~ 2 2 0 0 2 -1 0 0 2 -1 .P. () 2 2 0 -1 -1 2 0 ~ 
Xl'! 2 -2 0 0 2 1 0 0 -2 -1 o 0 2 -2 0 -1 1 2 0 2 
X'1I 3 3 1 1 3 0 1 1 3 0 -1 -1 -1 -1 1 0 o -1 1 3 -'~(~I 

3 -3 -1 1 3 0 1 X, -1 -3 0 1 -1 -1 1 -1 0 o -1 1 3 

X~' 3 3 -1 -1 3 0 -1 -1 3 0 1 1 -1 -1 -1 0 o -1 -1 3 
~~I 3 -3 1 -1 .1. .P -1 1 -3 0 -1 1 -1 1 1 O~ -1 -1 3 

X(t l 4 2 2 2 o 1 0 0 -2 1 0 0 0 o -2 -1 -1 O~:';: 
xlii 4 -2 -2 2 o -1 0 0 2 1 0 0 0 0 2 -1 1 0 -2 -4 

X'" 4 2 -2 -2 0 1 0 0 -2 1 0 0 0 0 2 -1 -1 0 2 -4 
~r 4 -2 2 -2 o -1 0 0 2 1 000 0 -2 -1 1 0 2 -4 

X\61 6 0 2 0 -2 0 o -2 '0 0 0.0.. 2 0 2 0 o -2 0 6 
X~I 6 0 -2 a -2 a a 2 a a a a 2 a -2 a a -2 o ;-~ 
)(161 6 0 a 2 -2 a -2 0 a a a a -2 a a a a 2 2 6 
xT\ 6 a a -2 -2 a 2 a 0 a 0 a -2 a a a a 2 -2 6 

X~' B 4 a 0 a 1 0 a -4 -1 a a a a a 1 1 0 o -8 
X~I 8 4 a 0 0 1 0 0 4 -1 0 0 0 0 0 1 -1 0 o -8 
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TABLE II. Characters of SW •. 

50 -cycles 

s,. -cycles 

B 4 ,.2 lJ 22 
1 14 12 12 13 8 

1 
4 

1 
24 26 

, 2 4 2 Z 1 1 l' 
1 12 1 12 13 4 4 2 2 12 13 2 1 

the tables (SrI
4

) can be obtained as a restriction of r1
4

) onto 
SW4 )· 

III. REPRESENTATIONS OF 0(4) and SO(4) 

For the examination of the connection between 0(4) 
and W4 , and SO(4) and SW4 we need a classification of all 
irreducible 0(4) and SO(4) representations of finite dimen
sion. Starting with the knowledge of the finite-dimensional 
representations ofSU(2) (see Miller, Ref. 2) one can obtain all 
finite-dimensional representations ofSO(4) by means of the 
isomorphism 

(SU(2) ® SU(2))/Z2""SO(4) . 

If Dill), #>0 half-integer, denotes the irreducible SU(2) re
presentation of dimension (2# + I), we get all irreducible 
representations ofSU(2) ® SU(2) as 

DIIl.v): =DIIl)®D(v), #' v>O half-integer 

(see Miller, Ref. 2). It is not difficult to prove that D I Il.V) is a 
faithful representation of SU(2) ® SU(2) if and only if 
2# ¥ 2v mod 2. As we are only interested in single-valued 
representations of SO(4), we have to select those of 
SU(2) ® SU(2) which are not faithful, i.e., D (Il.V) with 
2# -- 2v mod 2. Obviously, D I Il.V) has the dimension 
(2# + 1)(2v+ I). Thus, !DIIl,V)I#, v>Ohalf-integerand 
2J-l 2v mod 2) is a complete system of finite-dimensional 
irreducible representations of SO(4). 

In order to obtain the 0(4) representations from those of 

TABLE III. Multiplicity of irreducible representations in n-fold Kronecker 
products of Twith itself, I <;;n<;; 10, for the group W •. 

"I "I 111 I' ( (lJ (.J (JJ (1/ (]I (0 f4J (/oJ 14/ (6J IdJ (aJ i'l- (1/ 
T T T T T T T T T T T T T T T T T T 

( 1 1 , ( , 1 , 1 , 1 1 1 , 1 1 1 , 1 1 

i'I.T 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 D D D 0 

.' T 1 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 1 0 0 0 

~T , 0 0 0 0 0 0 , 0 0 , 1 0 1 0 0 0 , 1 , 
.' T 

1 0 1 1 1 7 J J 1 0 0 0 0 JO • ~ , 0 0 

.' T 0 0 0 0 0 0 0 0 0 0 11 10 15 10 0 0 0 0 '" " --=-.6:'- )I 10 ., 10 " " 76 " .0 " 0 0 0 0 "' 110 1~ 110 0 0 

,/ T 0 0 0 0 0 0 0 0 0 0 11'116 115 316 0 0 0 0 693 671 

.' T 
1791J6 jlS 116 691 ." '17l 10061008 looa 0 0 0 o 108 10/6 1OlOlI1J6 0 0 

.' T 0 0 0 0 0 0 0 0 0 0 5611 54 .. 535 su 0 0 0 o~ -'iI'O T 61154<405]5 54 .. ... , . .., .'76 J6J1O 161l r;;m 0 0 0 0 ".., 0 0 
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TABLE IV. Multiplicity of irreducible representations in n-fold Kronecker 
products of Twith itself, I <;;n <;; 10, for the group SW •. 

5111 t1i 5(2) (JJS Oil IJISIJ)S a/S(j) (4!li:'j (,}SIS) 
T T T T T TTl T f T T T 
'1 '2 1 , 5 6 1 1 

~T~I: TOO 0' 0 0 0 0 

~c>l~T-r-+~--r-+-~-+--~-o+o 0 0 
o 0 

a 4 T 5 10 6 10 '0 6 I 6 0 0 '&I " 

o 0 o I 0 5' 35 

S6 T 5' 35 85 136 120 736 TJ6 120 120 0 0 25b 0 

SO(4), one possible way is the so-called group extension 
which is in some sense the inversion of Clifford's theorem 
(see Weyl, Ref. 4) and makes use of the identity 
0(4) = SO(4) u r· SO(4), where r is a reflection with r = id. 

For D I Il.V) the representation jj (Il.V!, defined by 

jj(Il.V)( g): = DIIl,V)(r. g. r- I ), 

is called the "conjugate representation". It is easy to see that 
the definition of jj (Il.V) is independent of the choice of r, be
cause all reflections s of 0(4) can be represented as s = hr, r 
being an arbitrarily chosen reflection and hE SO(4). In our 
case, we find jj (Il.V) = D (V./l). Since the proof of this identity 
is not very difficult but rather extensive, it will be omitted 
here. 

For the classification of the 0(4) representations we first 
give the following definitions: 

TABLE V. Relations between representations ofSO(4) and SW •. 

o e.G) I 
5.4 

0·"1 '12; I 

D U':) 1'5iV
4 

SW, 

o ,J,7112) I 
5W, 

0 22.' I 

SW4 

0,0'1 

Isw, 
OUOI I 

5W, 

OiG,2! 

S~4 

S if) 
r, 

S ft.) 
t r 

S ,",1 S (" 5 illS,'],' 5 U) s (3,1 S ,']1 s :3) 5 ,'6' 
11~12~! ~t,€i113ffit~$t5~\~$t· 

s~ 'j' 
(fIXed) 

D(2,O) I' St,I.7.
l
ffi

S
t /' 

Sw, 

O
iYl. '12)1 . s 1.'&1 

sw, 

O"ll. nil St iBJ 

5\0', 

0(1·2) I ST.~J(J} St7ieSt;)rjJSti6J 

5\0', 

O i211 I 51:';)(1) St (f~ S1 ffJrBSt(6) 

15'., 
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{
D (I', ,.)( g) if g E SO(4), 

U("''')(g)' -
+ . - S· D("''')(tg) if g E 0(4) '\ SO(4) , 

with 

o 
o 
1 

o 

o 

o 
o 

and S being defined by the relations S 2 = id and 
T(tgr) = ST( g)S forallg E SO(4). TheexistenceofanSwith 
these properties can easily be shown. 

Furthermore, for f.L =1= v 

{
D I ,.,v)( g) Ell D lv, ,.)( g) 

(,.,v) ._ 

U + (g).- R(DI/l,v)(tg)EIlD(v''')(tg)) 

with 

R: = c.~ id\ 
oj' 

Additionally, we define 

UI~,V)( g): = det( g) • U(~,V)( g) 

with 

{ 
+ 1 if g E SO(4) , 

det( g): = _ 1 if g ~ SO(4) . 

if gE SO(4) , 

if g E 0(4) '\ SO(4) , 

This is also valid for f.L = v. It can be shown that 

I UI~''')I f.L,>0 half-integer} u I U(~''')I f.L,>O half-integer} 

ul UI~,v)IO<f.L < v half-integer and If.L = 2v mod 2} 

ul UI~,v)IO<f.L < v half-integer and If.L = lv mod 2} 

is a complete system of irreducible finite-dimensional repre
sentations of 0(4). Note that U(~,v) and U(~,.) are equivalent 
representations. It is easy to calculate that 

dim UI~'/l) = dim UI~,,.) = (2f.L + 1)2 

and 

IV. 0(4) REPRESENTATIONS RESTRICTED ON W4 

Weare now looking for those irreducible representa
tions of 0(4) which remain irreducible after restriction on 
W4 • For a list of the W4 representations the reader is referred 
to Ref. 1. W4 has irreducible representations of dimension 
one, two, three, four, six, and eight. So we only have to re
gard the following 0(4) representations: 

U(~o); UI'20 ); UI~II; UI'2 I); UI~2.1I2); UI~2.112) . 

By construction of the 0(4) representations the following 
relations can be seen: 

UI~O)I W4 = r/) ("identity"), 

UI~O)I W4 = r41) ("determinant"), 

UI~2,1/2)1 W4 = r,4) ("the canonical representation"), 

U (1I2,112)1 W - -14) _ -14) "" r,1) 
~ 4- T4- T i'O'4' 

Here, U'i,V)1 W4 means the restriction of the 0(4) representa
tionUli,vl on the finite subgroup W4 • 

Furthermore, one finds 

1023 J. Math. Phys., Vol. 24, No.5, May 1983 

U(O,I)I w - U(O,I)I W - r6) + 4- ~ 4- I' 

Here r1
6

) is the irreducible skew-symmetric part of the two
fold Kronecker product of the canonical representation r:1 
with itself. In the same way one obtains U(~I) as the skew
symmetric part of the Kronecker product of UI~2,1I2) with 
itself. As, additionally, dim U(~I) = dim rI

6
), we conclude 

that 

U(~I)I W4 = r 1
6) • 

Normally, one would expect UI'2I) to form another six-di
mensional representation when restricted to W4 , which 
should appear to be r 1

6
) ® r411. Regarding the character table 

of W4 , we find that, for all classes of W4 , 

det( g) = - 1 implies trace H6
)( g)) = X\6) = 0 , 

so 

r l
61 ® r4

1
) = r l

61 , 

and consequently, 

UI~I)I W4 = UI'2 I)1 W4 • 

Furthermore, we look at the twofold Kronecker pro
duct of UI~2,1I2) with itself. We have 

UI~2,1I2) ® UI~2,1I2) = U(~O) Ell UI~I) Ell UI~I) . 

As shown above, U(~I), which appears to be the representa
tion on the space of skew-symmetric tensors of rank 2, stays 
irreducible after the restriction to W4 • 

However, the representation on the space of the trace
less symmetric tensors, U(~II, decomposes on W4 in the fol
lowing manner: 

UI~I)I W4 = r 1
3)Ell r3

6) 

(see Table III). 

V. SO(4) REPRESENTATIONS RESTRICTED ON SW4 

We shall now proceed in the same way for SO(4) and 
SW4 , respectively. SW4 has irreducible representations of 
the dimensions one, two, three, four, six, and eight. There
fore, we have four possible candidates of SO(4) representa
tion, which stay irreducible when restricted on W4 • 

D 10,0), D 1112,112), D 10.1), D 11,0) . 

As in the previous case we directly obtain 

D (O,O)ISW
4 

= s'TII) ("identity"), 

D 11I2.112)ISW4 = Sr1
4) ("the canonical representation"). 

Since 

U(~IIISO(4) = D 10,1) Ell D 11,0) 

and 
r 1

6)ISW4 = Sr]IEIlsri) 

we conclude that 

D(O,I)ISW4 = Sri) and DII,O)ISW
4 

= Sri). 

Note that the characters ofSr]) and Sri) (see Table II) differ 
only on two pairs of conjugacy classes. These classes are of 
the same order and have the same cycle structure in S4 and 
S8' Thus the last two equations fix these classes and deter
mine the following calculations with Sri) and Sri). 
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For more details about the relations between the SW4 

representations and those ofSO(4), it is quite useful to exa
mine the decomposition of the multiple Kronecker product 
of D (112,112) with itself and to compare the results with the 
decomposition numbers of Table IV. 

For the SU(2) representations the following decomposi
tion rule holds (see Miller, Ref. 2): 

v+!" 
D(v)®D(!") = Ell D(l). 

l~ Iv-!"I 

Consequently, by the definition of D (!",v), we obtain the ensu
ing relation for the SO(4) representations: 

Jl +J.l' v+ v' 
D (!",v) ® D (!"',v') = Ell Ell D (w,w') • 

w=I!"-!"'1 w'~lv-v'l 

Now, it is only a matter of a proof by induction to verify the 
resultant formula: 

® nD (112,112): = D (112,112) ® .... ® D (112,1/2) 

'- :v- ./ 
n-hmes 

n 
= Ell Ell a(n) D (!",v) 

!",v 
2!" ~ 0 2v= 0 

with ain) • = ain) • a(n) and 
p,l" J.l v 

{ 

0 

a(n). _ n • 2v + 1 
• . - Cn/2) - J ~n/2) + v + 1 

if 2v =1= n mod 2, 

if 2v = n mod 2, 

1024 J, Math, Phys., Vol. 24, No.5, May 1983 

Since D (112,1I2)ISW4 = s.f
1
4) it is clear that 

(®nD(I12,1I2))ISW
4

= ® ns.f
1
4 ). 

In both cases we know the decomposition rules and 
thus we can compare the irreducible parts and have to attach 
them to one another. This is possible in a unique way if we 
additionally make use of the decomposition rules for the 
twofold Kronecker products of arbitrary representations of 
SO(4) and SW4 , respectively, Applying this method for 
n = 1,2,3,4, one gets the results listed in Table V. Note that 
every SW4 representation appears at least once. 
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Shift operators Q7 (- 2<k<2) of second degree in the tensor components qj-t( - 2<,u<2) are 
constructed. Relations connecting quadratic shift operator products of the type 01 + k Q 7 or Q 7+ j 
01, and of the type Q~ + kQ 7 are derived. The usefulness of these relations is demonstrated by the 
example of the 0 7- and Q 7-eigenvalue calculation for various irreducible respresentations (p,q) of 
SU(3). 

PACS numbers: 02.20.Qs, 02.30. + g 

1. INTRODUCTION 

The construction of orthonormal bases for SU (3) repre
sentations in the SU (3):>0(3) reduction has been the subject 
of numerous contributions. In most of the approaches one 
looks for an additional Hermitian operator of which the ei
genfunctions form a basis. It has been shown that only two 
such independent operators exist, and in the present paper 
we shall denote them by O? and Q? 

A recursive method for calculating O? and Q? eigenval
ues has been developed by Hughes. 1.2 The technique essen
tially relies on a set of relations among products of shift oper
ators which behave as 0(3) scalars. These shift operators are 
constructed out of the three generators 10 , / ± of 0(3) and the 
five generators qj-t ( - 2<,u< + 2), which form a five-dimen
sional tensor representation of 0(3). To find a part of the O?
eigenvalue spectrum, Hughes l

•
2 needed relations between 

triple product operators, which were very difficult to con
struct. In two preceding papers3.4 (to be referred to as I and 
II), nonscalar relations between shift operators were intro
duced. This extension of the shift operator technique pro
vided a lot of advantages and simplifications with respect to 
the 0 ?-eigenvalue calculation. However, these nonscalar re
lations did not rule out the complete use of the triple product 
relations. 

In this paper shift operators Q 7 ( - 2<k<2), which are 
quadratic in the generators qj-t ( - 2<,u<2), are introduced. 
They are of fourth degree in the SU (3) generators. The Q1 
operators can be expressed in terms of products of the type 
O~+ k07 fj + k = s). However, the combination of the pro
ducts 01+ kO 7, which are in general operators of sixth de
gree in the generators, is such that the resulting operator Q 1 
is only of fourth degree. In Sec. 3 relations between shift 
operators of the type 01 + k Q 7 and Q 7+ j01 are derived. 
Since such operator products are only of seventh degree in 
the generators, the relations are easier to construct than the 
triple product relations, where operators 0 I~ k';j 01 + k 0 7 
of ninth degree are involved. 

To complete the shift operator properties, relations 
between products of the type 01 + k Q 7 are constructed in 
Sec. 4. 

In Sec. 5 we show that for the O? -eigenvalue determina
tion, the triple product relations can be completely replaced 

01 Research assistant N.F.W.O. (Belgium). 
blResearch associate N.F.W.O. (Belgium). 

by the newly derived relations between 01 + k Q 7 and Q 7+ j 
O{ operators. We also demonstrate the usefulness of these 
relations in the calculations of Q ?-eigenvlaues, and in deriv
ing a general formula for the Q?-eigenvalues in a case of 
twofold I-degeneracy. 

2. SHIFT OPERATORS FOR SU(3) IN AN 0(3) BASIS 

A commonly used choice for a generator basis of the 
group SU(3) is the one consisting ofthe Cartan subalgebra 
HI' H 2 , and its root vectors E ± a' E ±(3' and E ±13.5 SU(3) 
possess two invariants 12 and 13, respectively, of second and 
third order in the generators, whose eigenvalues serve to spe
cify uniquely its irreducible representations. Every unitary 
irreducible representation may be labeled by the pair ofinte
gers (p,q) satisfyingp:>q:>O, and related to 12 and 13 by the 
formulae5 

12 = ~(P2 + q2 - pq + 3p), 

13 = rh(P - 2q)(2p + 3 - g)(P + q + 3). 

(2.1) 

(2.2) 

Here, we shall be concerned with a different generator basis, 
defined in terms of the above-mentioned generators as fol
lows: 

10 = 2/3HI, 1 ± = 2/3(E ±13 - E ±(3)' 

qo = - 6H2, q ± 1 = + 3/i(E ± (3 + E ± (J)' 

q±2 =6E±a' (2.3) 

The relevant commutation relations are 

[/0,1 ± ] = ± I ±' [/+,L] = 2/0, 

[ lo,qj-t] = ,uqj-t' 

[I ± ,qj-t] = [2 +,u)(3 ±,u)]1I2qj-t± 1 (p, = 0, ± 1, ± 2), 
(2.4) 

and 

[qo,q ± 1] = - 3 (/3I/i) I ±' [q+\tq-l] = - 3/0 , 

[q±2,q=t=d = -3/±, [q+2,q-2] =6/0 , (2.5) 

The operators 10 and I ± together generate an 0(3) subgroup 
ofSU(3), with respect to which the qj-t form a five-dimension
al irreducible tensor representation. 12 and 13 are given in 
terms of these generators by the formulae 

12=r,,(q~ -q+lq-l-q-lq+l +q+2q-2+q-2q+2), 
(2.6) 
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13 = 2X;36)2{4(q~ - 3q+,q_, - 6q+Zq-2)qO 

+ 6(6)1/2(q +2q2 _, + q _Zq2+ ,) 

- 9(6)1/2(q _2/2+ + q +2J2_ ) 
- 18(6)112(10 - l)q_,/+ 

+ 18(6)1/2(/0 + l)q + ,/_ 

+ 18(L 2 - 3/~ + 3/0 + lO)qo} , (2.7) 

where L 2=1 +'- + I ~ - /0 is the Casimir of 0(3). The irre
ducible representations of 0(3) will be labeled by I, where 
/ (I + 1) is the eigenvalue of L 2. 

SU(3) possesses two Hermitian 0(3) scalar operators6 of 
third and fourth order in the group generators, respectively, 
07 and Q7, which however do not commute and so cannot 
be diagonalized simultaneously, except when acting on 
states corresponding to nondegenerate / values. 

As basis vectors for the representation (p,q) we use the 
kets jp,q;I,A"m) (or 11,A"m) if confusion is excluded), where 
m is the eigenvalue of 10 and A, is the supplementary label 
needed for their unique specification. We choose A 1 to be the 
eigenvalue of 0 7. 

An appropriate apparatus for obtaining the 07- and 
Q 7-eigenvalues consists ofthe I-shift-operator technique, de
veloped by Hughes. 1.2.7 The SU (3) shift operators 0 ,± k 

(k = 0,1,2) shift the eigenvalues of the 0(3) Casimir operator 
L 2 by ± k, and leave m unchanged, i.e., 

0711,Al>m>-I/+k,AI+k,m). (2.8) 

Since the eigenvalues of 0 ? and Q 7 are m-independent, we 
can restrict our attention to SU(3) states which correspond to 
zero m, and employ the kets 11,A, )=I/,A"m = 0). In this 
case the shift operators read3 

and 

07 = (6)'/2/(1 + l)qo 

- 3(q_l/+ + q+,'-) - 3(q_z12+ + q+z1 2_), 

0/'/(/+ 1)=(/+2)(q_l/+ -q+,/_) 

+ (q_2f2+ - q+z12_ ), 

0,+2/(1 + 1)(1 + 2) = (6)'12(1 + 1)(1 + 2)qo 

+ 2(1 + 2)(q_l/+ + q+I'-) 
+ (q_2/2+ + q+2f2_ ), 

OI-k=O ~7-, (k= 1,2). (2.9) 

The 0 7-operators are linear in the q-generators. In other 
groups where shift operator techniques have been used,8.9 
only operators linear in the tensor components were consi
dered. In the following we construct shift operators Q 7 
(k = 0, ± 1, ± 2) which, on the contrary, are quadratic in 
the qIJ. 'So 

A first way to find the Q ts, is to prescribe that they 
must be of the form 

Q7 = aq~ + bq+,q_1 + Cq+Zq-2 
+ dq_,qo/+ + eq_2q+,/+ + !q+lqo'

+ gq+2q-I'- + hq2_ J2+ + iq_2qo/2+ 

+jq2+,/2_ +kq+2qol2_ +hl+'-, (2.10) 

and to require that they satisfy the commutator relation 
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(2.11) 

The expression (2.10) is the most general operator up to 
fourth-order in the generators and quadratic in the qIJ.' which 
commutes with 10 , The linear equations in a,b, ... ,h, generated 
by (2.11), have a nonzero solution (up to an overall multipli
cative constant) for k = 0, ± 1, ± 2. For the case k = 0, one 
obtains, besides the Q 7 operator of Racah, also the Casimir 
12 as a solution. An easier way to construct the Q 7 is to use 
the general formula of Hughes,7 which gives immediately 
the expression of a shift operator in terms of a (2) + 1 )-di
mensional tensor representation T(j,Il) of 0(3). In order to 
obtain operators which are quadratic in the qIJ.' we define a 
five-dimensional tensor representation as 

T(2,1l) = q~1 = [qXq]! 

= C L <2m I2m2121l)qm,qm, (- 2<11<2), 

(2.12) 

where c is an arbitrary constant. Ifwe put c = - 71\/2 and 
use the relations (2.5), we obtain 

qgl = q6 - q + ,q -I - 2q +2q -2 + ~/o' 
121 61/2 9(3/2)1/21 q ± 1 = q ± 1 qo - q ± 2 q 'F I -"2 ± ' 

121 _ 2 (3/2)112 2 q ± 2 - - q ± 2 qo + q ± , , (2.13) 

satisfying the commutation relations [l ±, qf2d = [(2 +11) 
X(3 ±1l)]1/2q~l± ,. 

In terms of the coupled tensor q(2), the shift operators 
Q 7 can be written as follows (again we restrict our attention 
to operator forms valid when acting upon m = ° states): 

Q? = 21 (I + l)qgl - 6'/2(ql~ J+ + ql~ ,/_) 

_ 6'/2(ql~ 2/2+ + ql~ zf 2_ ) - 81/+1_, 

Q ,+ '/(1 + 1) = (/ + 2)(ql~ J+ - ql~ ,/_) 

+ (ql~ 2/2+ - ql~ 2/2_ ), 

Q /2/(/ + 1)(1 + 2) = 6'/2(1 + 1)(1 + 2)qgl 

+ 2(1 + 2)(ql~ ,1+ + ql~ J-) 
+ (ql~ 2 J2+ + ql~ 2/2_ ), 

and 

(2.14) 

The shift operators are only determined up to an overall 
multipicative constant, and the scalar shift operator Q 7 is, 
moreover, only determined up to an additional term in L 2. 

Here, Q 7 corresponds to the choice made by Hughes 1.2 and 
Racah.6 Investigation shows that there exist certain rela
tions between the quadratic shift operators Q 7 and the linear 
shift operators 0 7 (quadratic and linear refers to the order of 
qIJ.)' Those relations, which may be regarded as an extension 
ofEq. (45) of Ref. 1, are 

Q 1- 2 = [1/2(6)1/2(21- 1)](0 1- 207 - 070 1- 2), 

Q ,-I = (1/2(6)1/21)(0 I-'O? - 07_,0 1- ') 

= (1/4(6)1/2)(0 1~2, 0 /1/1(1 + 1)2 

-0/~1201-2/1(/-ln 

Van der Jeugt, De Meyer, and Vanden 8erghe 
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(2.17) 
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Q7= [1/(21+ 1)l[Oi~\01-1/12-0/~\01+1/(/+ 1)2] 

+ 72/(1 + 1)12 - 6/(1 + 1)(2f2 + 21 + 9) (2.18) 

= [1/4(21 + 1)1[ 0 1~22 0 / 2/(1 + W(I + 2)2 

- 0 1~22 0 1- 2/f2(/_ 1)2] 

- 72(212 + 21 + 3)12 + 61 (I + 1)(4F + 41 + 3). 
(2.19) 

In this respect the Q 7-operators are not independent objects: 
they can be expressed in terms of product operators of the 
type 07+ jO~. However, in the next sections we will show 
that it is sometimes much more practical to work with the 
Q 7 instead of the operator products 0 7 +jO~. The main rea
son for this lies in the degree of the operators: the Q 7 opera
tors are in general of fourth degree in the generators ofSU(3) 
[see Eqs. (2.13) and (2.14)] and the products 07+jO~ are in 
general of sixth degree in the generators [see Eqs. (2.9)]. 

3. RELATIONS BETWEEN MIXED PRODUCT 
OPERATORS 

In Refs. 1 and 3 relations between shift operator pro
ducts were introduced. The relations (35)-(48) of Ref. 1 allow 
one to calculate in general the 07- and Q7-eigenvalues for 
cases where there is no l-degeneracy.2 They contain triple 
product operators of the type 0 l-jj~ \0 7+ jO~, which are in 
general of ninth degree in the generators, and were extremely 
tedious to calculate. The relations between scalar and nons
calar quadratic operator products of the type 07+ jO~ [Eqs. 
(2.2)-(2.8) of Ref. 3] allow one to calculate in general the 07-
eigenvalue even in case of twofold and threefold I-degener
acy. However, those relations were not sufficient; triple pro-

duct relations were still needed. To avoid this difficulty we 
introduce relations between mixed product operators of the 
type 07+ j Q1 and QL k 0 7· To construct such relations all 
products are reduced to a standard form, which consists in 
choosing a particular order for the generators of the group. 
Here we have taken the order 
q+2 >q-2 >q+ I> q-I > qo> 1+ > I> 10 , For instance, the 
standard form of q -Iq +2 is q +2q _I + 3'-. Once all the 
terms of the operator products are transformed into the stan
dard form [making use fo the commutators (2.4) and (2.5)], it 
is rather straightforward to find relations between them. In 
such relations there can also appear a term in 120 ~ and in 
o ~,w here s = j + k is the total shift value of the relation. If 
the relation is of the scalar type (i.e., s = 0), a term in 13 , the 
third order Casimir invariant appears. We give here the ex
pressions of the relations in the case s,.;;O. Using the transfor
mation rule 0 1- k = Ok_ (I + 1),

7 one can easily obtain the re
sults for s > 0. We find one equation with s = - 4, two with 
s = - 3, four with s = - 2, six with s = - 1, and eight 
with s = 0/ These are the maximum number of independent 
equations between the objects 07+ j Q1 and O~ + k 07: any 
other relation between them must be a linear combination of 
the independent equations. To restrict the number offormu
lae, we write down only half of the equations: the other half 
can be obtained immediately by using the transformation 
rule "1-+ - 1- s - I." This rule, valid for every relation 
between shift operators, can be summarized as follows: 

(i) all the operator products O~ + k Q 7 (resp. Q~ + k 0 7l 
k' k' are replaced by Q l+j01 (resp. 01+jQ1); 

(ii) all the other operators in the equation (e.g., 
IP~, O~, 13 ) are kept unchanged; 

(iii) in every coefficient I is replaced by - 1- s - 1. 

A proof of this rule can be found elsewhere. 10 The final results are: 

withs = - 4, 

o 1-=-22 Q 1- 2 - Q 1-=-220 1- 2 = 0; 

withs = - 3, 

(1- 3)0 1-=-21 Q 1- 1_ (/- I)Q 1-=-12 0 1- 2 + 2°/-=-12 Q 1- 2 = 0; 

withs = - 2, 

(I + 3)07_ 2 Q 1- 2 + 120 I-=-\ Q 1- 1_ (/- I)Q 1- 207 + 216(6)1/2(/- 1)120 1- 2 + 54(6)112(1- 1)0 1- 2 = 0, 

!(6)1/2(1 + 3)QL 20 1- 2 + 12Q I-=-\ 0 1- 1_ !(6)1/2 

x(l- 1)0 1- 2Q7 + 216(6)112(/- 1)120 1-
2 - 6(6)1/2(/ - 1)(4/ 3 + 8/ 2 - 201 + 39)0 1-

2 = 0; 

withs= -1, 

(/- 5)07_1 Q I-I - (/- I)Q 1-107 + 120 t_12Q 1-2/(/_ If 

(3.1) 

(3.2) 

(3.3) 

(3.4) 

- 216(6)1/2(/- 1)(/- 2)1201- 1+ 18(6)1121 (/- 1)(/- 2)(1 - 4)0 1- 1= 0, (3.5) 

- ~(6)1/2(/_ 5)Q7_ 101- 1+ !(6)1/2(/_ 1)0 1- IQ7 - 12Q i~ ~O 1- 2/(/_ 1)2 

+ 216(6)112(1- 1)(/- 2)1P I-I - 6(6)1/2/(/- 1)(4F - 32/- 3)0 1- 1= 0, (3.6) 

(I + 4)07_1 Q I-I -IQ 1-107 - 2(6)1/20 1-IQ7 + 72(6)1/2/(1 + 4)1P I-I - 6(6)1/2/(P + 2/2 + 281 + 18)0 I-I = 0; (3.7) 

and with s = 0, 

!(6)1/2(/_ 4)07Q7 - !(6)1/2IQ707 - 360 I~\ Q 1- 1/12 - 144(6)1/21 (/- 2)1P7 

+ 2X65 /2(1 + 1)(2/- 1)13 - 12(6)1/2/(1 + 1)(2/2 + 21 + 9)07 = 0, (3.8) 
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!(6)'/2(1 - 4)Q?0? - !(6)1/210?Q7 - 36Q I~II 0 1- 1//2 - 144(6)1/21 (I - 2)1207 

+ 2X65 j2(1 + 1)(2/- 1)13 - 12(6)1/2/(/ + 1)(2f2 + 2/ + 9)07 = 0, (3.9) 

(3.10) 

_ 144(6)1/2(2/- 1)(2/- 3)IP7 - 2X65/(2/- 1)2(/- 3)13 + 12(6)1/2/(10/ 3 
- 52/ 2 + 491- 33)0? = O. (3.11) 

There is a certain connection between the newly derived re
lations (3.1)-(3.11) and the relations between triple product 
operators previously given by Hughes. 1 For example, Eq. 
(3.8) is reproduced by combining Eqs. (40) and (42) of Ref. 1. 
Indeed, if we eliminate the term (O?f from Eqs. (40) and (42) 
or Ref. 1, and transform the remaining triple product combi
nation as follows: 

o I~\ 0 1~120 1- 2 0 I~\ 0 1~21 0/ 1 

/2(1- 1)2 f2(l + W 

where we made use of (2.17), we obtain exactly Eq. (3.8). In 
the same way, Eq. (3.9) can be reproduced from Eq. (4.1) and 
(4.3) of Ref. 1. An important feature of the relations (3.8)
(3.11) is that 13 comes in and it is known3 already that one 
needs the 13-eigenvalue to calculate the O? -eigenvalue. 
Hence, in order to introduce 13 , Hughes needed triple pro
duct operators of ninth degree in the generators. We, how
ever, can introduce 13 in relations that contain only opera
tors of seventh order in the generators, which are much more 
easy to construct. As a by-product, we obtain from Eqs. 
(3.8)-(3.11) the following simple relations between shift oper
ator "commutators": 

o I~ \ Q 1- I - Q I~ \ 0 1- I 

(3.12) 

01-+11 Q /1 - Q I~\ 0/ 1 

= - (1/6(6)1/2)(/ + 1)2(/ + 3)[0?,Q?], (3.13) 

o I~ 22 Q 1- 2 - Q ,~22 0
1
- 2 

= -(1/6(6)'/2)/2(/-lf(2/-3)[0?,Qn, (3.14) 

o ,-+22Q /2 _ Q 1~220 /2 

= (1/6(6)1/2)(/ + 1)2(/ + 2f(21 + 5)[ 07,Q?], (3.15) 

4. RELATIONS BETWEEN PRODUCT OPERATORS OF 
THE TYPE Q1+P~ 

It is obvious that there also exist relations between pro
duct operators of the type Q7+ j Q{( - 2<j,k< + 2). The 
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way to construct them is very similar to the one explained in 
Sec. 3. Due to the fact that a commutator [q# ,qJ contains no 
q-term, it is easy to predict that an 07+ m 0 7'-operator 
(m + n = s), a Q :-operator, and, if s = 0, a term in (12)2, 12, 
and L 2 can appear in the relation. 

Finally we obtain one independent relation with 
s = - 3, one with s = - 2, two with s = - 1, and three 
with s = O. Again we do not give them all explicitly: the 
missing ones can be easily found from the relations (4.1 H4.5) 
by means of the transformation rule "/_ -/- s - I." 

The results are (valid when acting on m = 0 states): 

withs = - 3, 

withs = - 2, 

- !(6)1/2(/_ 1)(/- 2)Q 1- 2Q? 

+ 6(2/- l)Q i-=--\ Q I-I + ~(6)1/2/(/ + I)Q7_2Q 1- 2 

+ 56/ (/- 1)(2/- 1)0 1 __ \ 0,- I 

(4.1) 

-12(6)1/2/(/-1)(/-2)(/+ 1)(2/-1)QI- 2=0; (4.2) 

withs = - 1, 

- !(6)'/2(/_ 1)(2/- 3)Q 1-'Q7 

+ ~(6)1/2(2/_ 1)(/- 3)Q7_ I Q I-I 

+ [61/(I-lf1Q/~12QI-2 

- 54[1 (2/- 1)1(/- 1)10 ,~12 0 1- 2 

+ 6(6)1/2/(/- 1)(2/ 3 - 2212 - 3/ + 27)Q I-I = 0 (4.3) 

withs = 0, 

~(21 + I)(Q7f - [3/(/- 2)1(1 + If1Q I~\ Q / I 

+ [3(/ + 1)(1 + 3)1121Q I~\ Q ,- 1 

- 65/V + If(2/ + I)(I2f 

+ 6/(/ + 1)(21 + 1)(07f 

+ 27/(/ + 1)(21 + 1)(/2 + / + 8)Q? 

- 648/ 2
(/ + 1)2(21 + 1)(/2 + 1+6)12 

+ 54/ 2
(/ + 1)2(2/ + 1)(2/4 + 4/ 3 + 351 2 

+ 331 + 135) = 0, 
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w + 2)2(Q7)2 + [3(21 + 3)(21 + 5)1(1 + 1)2] 

XQ I~\ Q / 1+ [3(1 + 3)1(/ + 1)(1 + 2)2]Q 1~22Q /2 

- 65 (1 + 1)2(/ + 2)2(21 + 3)2(12)2 

- 6(1 + 1)(1 + 2)(21 + 3)(07f 

-9(/+1)(/+2) 

X(16f3 + 43/ 2 + 391 + 36)Q7 

+ 648(1 + 1)2(/ + 2)(21 + 3)2 

X(2/ 3 + 11/2 + 9/- 6)12 

- 54/(1 + 1)2(/ + 2)(41 6 + 481 5 

+ 162/ 4 + 3041 3 + 312/ 2 + 991 + 108) = 0. (4.5) 

When looking back on (2.15)-(2.19), we may conclude that 
Eqs. (4.1)-(4.5) are in fact equivalent to relations between 
quartic product operators of the type 
07 +j+ k + m 0 7'+j+ k O 7+jO~. Without the Q 7-operators, it 
would have been unimaginably difficult to find relations 
between such quartic operator products. Notice, that in Eqs. 
(4.1)-(4.5), the coefficients of the QL k Q 7-operators are the 
same as the corresponding ones of the O~ + k 0 7 -operators in 
Eqs. (2.2)-(2.8) of Ref. 3. This is because the Q 7-operators 
can be constructed out of the 0 7 -operators by replacing q p. 

~~) ( - 2<Jl< + 2). One might think that for this reason 
the equations in Q~ + kQ 7- and O~+ kO 7-objects should co
incide completely. This is not true, since the commutators 
[q~),q~)] are not the same as the [qp. ,qv] commutators. More
over, the operators q~) IJt = - 2, ... , + 2), 10 , I ± do not even 
form a Lie algebra. For instance 

- 48(6)1/2q_2q+1 - 3(6)1/2q+lq_IL 

- 144(6)1/2q+2q_2L + 36q-2qol+ 

+ 24(6)1/2q -2q + 1/0 - (243(6)1/2 12)L/o 

- (675V3/4V 2)/_. 

These commutators explain the extra terms in (4.1)-(4.5). 

5. APPLICATION OF THE SHIFT OPERATOR PRODUCT 
RELATIONS 

In this section we show how the introduced relations of 
the previous sections simplify the 07- and Q7-eigenvalue 
determination for general (p,q) representations ofSU(3). Be
fore considering the maximum I state, we first remark that 
since the representations (p,q) and (p,p - q) are mutually 
contragradient, it suffices to consider representations (p,q) 
wherep;;'2q. 

For reasons, explained in Sec. 2, we restrict our atten
tion to SU(3) states which correspond to m = 0, and employ 
the kets 1/,,1, Ii», where A, Ii) is the 07-eigenvalue: 

A, Ii) = (/,,1, li)1071/,A Ii) (i = 1, ... ,n). (5.1) 

If there is no degeneracy (n = 1), we simply write II>. The 
eigenstate~ ;)f Q 7 will be denoted by I/,Jlli) > (i = 1, ... n), 
where 

(5.2) 

A. The maximum I-state of (p,q) 

Until now, one needed at least on triple product relation 
in order to calculate A,p .2-4 With the aid ofEqs. (3.1)-(3.11) 
things are going much easier. Indeed, if we let the trans
formed relations (3.8) and (3.10) act on the IP> state, and if 
we multiply on the left by <pi, we obtain respectively, 

~(6)1/2(P + 5JA,pJlp - ~(6)1/2(P + l),upA,p + 144(6)1I2(p + 1)(P + 3)(12)A,p 

- 2X 65(p + Wp(2p + 3)(13) + 6(6)1/2p(P + 1)(4p2 + 4p - 9JA,p = 0, 

!(6)1/2(2p + 7JA,pJlp - !(6)1I2(2p + 3)JlpA,p + 144(6)1/2(2p + 3)(2p + 5)(12)A,p 

(5.3) 

+ 2X65(p + 1)(2p + 3)2(P + 4)(13) - 6(6)1/2(P + 1)(2p + 3)(lOp2 + 67p + 96JA,p = 0. (5.4) 

(12) and (13) are short notations for 

(12) = (P1121P) = (p,q;/,Al>mI121P,q;/,AI,m), 

(13) = (P113Ip) = (p,q;/,AI,mI13 1P,q,/;A,I,m), 

whose values are determined by (2.1) and (2.2). Eliminating 
the product A,pJlp from Eqs. (5.3) and (5.4), we obtain 

[3(6)1/2(12) - (6)1/2(P + 1)(P + 3)]A,p 

+ 324(p + 1)(2p + 3)(13) = 0, (5.5) 

which yields a unique solution 

A,p = + (6)1/2(P + 1)(2p + 3)(P - 2q). (5.6) 

Remark that we did not need the Q 7 -eigenvalue to determine 
A,p. Out of Eq. (5.3) we obtain immediately, 

Jlp = - 2(P + 1)[2p 3 - 2(4q + 3)p2 

+ (8q2 - 12q + 27)P + 12q2]. (5.7) 

Once A,p is known, we can calculate the A,p _ I' A, ~1_ 2' A, ~)_ 3' 
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and A, ~)-4 with the relations in O~ + kO 7-products. This is 
carried out in detail in II. 

B. The eigenvaluesJlp_t andJl~_2 

The eigenvalueJlp _ I can still be calculated without the 
help of a relation between O~ + k Q 7 -objects. But the proper 
way to calculate the Jl~l_ 2 (i = 1,2), a case where there is a 
twofold degeneracy, is by using the relations (3.1)-(3.11). 

To obtain the Jlp _ I' one can make use of Eqs. (45) and 
(46) of Ref. 1 and finally get [see Ref. 2, Eq. (14)] 

Jlp-I = (P-1IQ~_llp-1) 
= - 2[2p4 - 4(2q - 1)p3 + (8q2 - 28q + 69)p2 

+ (28q2 - 12q - 27)P + 12q2]. (5.8) 

For further calculations, we still need the action of Q p- I on 
the state IP> . This is found immediately from Eq. (2.16), 
where we make use of (5.6), (11.3.2), and (11.3.3): 
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Qp-Ijp) = - 2(6)1/2p(p + 1)(2p + 1)(P - 2q) 

x [(p - q)q/(2p - 1)] 112jp - 1). (S.9) 

In the calculations, the following relationships8 have been 
used: 

(/,aI,mIO I-/kO tkll,aI,m) 

= _1_ L I (I + k,bI+ k,mlO t kll,aI,m) 12 
f3kI b,+ k 

=f3kI L I(I,aI,mIO i-:'-\ II + k,bI+k,m)!2, (S.lO) 
b , + k 

withf3kI = (21 + 1)/(21 + k + 1). 

Note that the choice ofthe phase of the matrix element 
(p - 110 p-Ijp) determines completely the sign in (S.9). To 
calculate the JL ~'_ 2 , we will make use of the relations between 
product operators ofthetypeO{+ kQ 7 and Q 7 +fO{. First of 
all, we obtain from Eqs. (2.16), (11.3.2), (11.4.1), and (11.4.9), 

2(6)1/2(P - l)Qp-_\ jp - 1) 

= 2(6)1I2(2p + 1)(P - 2q)(b ~~ 2 jp - 2,A. ~~ 2) 

+ b ~~ 2 jp - 2,A. ~~ 2 ) ) 

- 6(6)1/2.Jr(b ~~ 2 jp - 2,A. ~I~ 2) 

- b ~~ 2 jp - 2,A. ~~ 2 ) ), (S.11) 

where the notation of II is adopted. The subsitution of 
(11.4.11) in (S.11) gives 

Qp--:'.\ jp-1) 

= ! [pIP + 3)(P2 + p - 1) - 4(p2 - 2p - 1)(P - q)q] I + ) 
+ (P + 3)(P - 2q)1 - ) }I 

2p(2p + l)[q(P - q)(2p - 1jf/2, (5.12) 

where I + ) and I - ) are short notations for 

I ± ) = a~~ 2 jp - 2,A. ~~ 2 > ± a~~ 2 jp - 2,A. ~~ 2 ) 

anda~'_2 is defined in (11.4.1). From Eqs. (2.15) and (5.6) we 
obtain immediately, 

2(6)1/2(2p _ 1)Qp-2 = 2(6)1I2(P + 1) 

X(P - 2q)1 +) - 6(6)1/2.Jr1 -). (5.13) 

To solve the eigenvalue problem it suffices to know the ac
tions Q ~ _ 2 I + ) and Q ~ _ 2 I - ). A first relation follows 
from the action of Eq. (3.4) on jp): 

!(6)1/2(P + 3)Q~ _ 21 + ) + 12Qp-_\ 0 p- Ijp) 

- i(6)1/2(p - 1)0 p- 2Q ~ jp) 

+ 216(6)1/2(p - 1)/21 + ) - 6(6)1/2(P - 1) 

X (4p3 + 8p2 - 20p + 39)1 + ) = O. 

By using (11.3.3), (5.7), (5.12), and (2.1), this relation ends up 
in as 

Q~-21+) 
= - 2! [(4p 5 - 62p4 + 326p 3 - 487p2 + 321p - 78) 

- 4q(P - q)(4p 3 + 4p2 - 19p - 1)]/ + ) 
+ 12(P + 1)(P - 2q)r 1/21 - ) J/(2p - 1). (5.14) 

A second relation follows from the action of the 
"1-+ - 1 - s - 1" transformed relation (3.7) on the jp - 1) 
state: 

-(P-5)Qp-_\0~_ljp-1) +(P-l)0~_2Qp-_II\p-1) -2(6)1I2Q~_20p-_\jp-1) 

+ 72(6)1/2(P - 1)(P - 5)IP ;_11 jp - 1) - 6(6)1/2(P - 1)(P3 - Sp2 + 3Sp - 49)0 p-_\ jp - 1) = o. 

To reduce this equation to a useful form we employ Eqs. 
(11.3.2), (S.12), (11.4.1), (2.1), and (5.14). We finally obtain 

Q~-21-) 
= - 24(P - 2q)[(p2 + p - 1)(7p 3 - lOp2 + 6p - 1) 

- 4q(P - q)p2(p _ 2)] I + )/(2p - l)r 

- 2[(4p5 + lOp4 + 182p3 - 415p2 + 321p - 78) 

- 4q(P - q)(4p3 + 4p2 + 17p - 1)] I - )/(2p - 1). (5.15) 

The diagonalization of (S.14) and (5.15) is straightforward. 
There follows: 

JL~'_ 2 = - 2[(2p4 - 12p3 + 121p2 - 165p + 78) 

- 4q(P - q)(P + 1)(2p + 1)] 
+ (- l)i-124yl/2 (i = 1,2), (S.16) 

where y is defined by 

y = p2(4p4 _ 4p3 + 5p2 - 2p + 1) - 4q(P _ q) 

X (2p4 + 5p3 - 4p2 - 2p + 1) 
+ 4q2(p _ q)2p2. 

For the (6.2) representation, we obtain 

JL~1 = - 8[ 133 ± 6(14569)1/2], 

1030 J. Math. Phys., Vol. 24, No.5, May 1983 

which is in accordance with the numerical results of 
Hughes. 2 In the same way, closed formulae can be calculated 
for JL~'_ 3 (i = 1,2). But since our main object was to show the 
usefulness of the relations between operators of the type 
O~ + kQ 7, we do not like to report on that here. 

c. The low angular momentum states 

An intense study on these states was made in 1. We want 
to show here how the triple product relations can again be 
avoided on account of the newly introduced relations. In the 
case that p is odd (q # 0, q # 1) or p is even and q is odd, we 
know that the eigenvalues ..12 and A ~1 can be expressed in 
terms of AI (see 1.5.15 and 1.5.21). 

From (1.5.19), we obtain 

(l102-IOtll1) =864(4(12) + 1)-4Ai. (5.17) 

So, there follows from Eq. (2.18), 

3(IIQ?IO =Ai -2232(12(12) + 19). (5.18) 

If we let Eq. (3.8) act on 11), multiply on the left by (I I, and 
substitute the result (5.18), we find the following equation: 
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AI [A 7 - 216(3(12) + 1)] - 25.35(6)1/2(13) = 0, (5.19) 

which is in agreement with (1.5.24). The solutions for AI are 
written down in (1.5.25). 
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A general study of the representations of the graded Lie algebra of para-Bose oscillators is given. 
Besides realizing the standard representations, we also find some interesting indecomposable (not 
fully reducible) representations. 

PACS numbers: 02.20.Sv, 02.20.Qs 

I. INTRODUCTION 

The algebra of para-Bose oscillators is a prototype ver
sion of a graded Lie algebra. The Fock representation has 
earlier been obtained 1 by realizing that an enveloping alge
bra in this case is isomorphic to the algebra of Lorentz group 
SO(2, 1) in three dimensions. The representations of the co
herent states of para-Bose oscillators have recently been ana
lyzed. 2

•
3 The present paper deals with an analysis of the re

presentations of this graded Lie algebra of para-Bose 
oscillators which can be realized on the space of the universal 
enveloping algebra. Besides obtaining the standard represen
tations we also find some very interesting indecomposable 
(not fully reducible) representations. We also exhibit some 
finite-dimensional representation:;. We follow the method 
and notations of the general analysis of indecomposable re
presentations carried out by Gruber and Klimyk.4 Since the 
method is quite general, it can easily be carried over to the 
study of other graded Lie algebras as well. 

In this paper a general approach is taken in order to find 
the indecomposable representations for para-Bose oscilla
tors. In Sec. II we summarize the known properties of the 
algebra of para-Bose oscillators, the Fock representations, 
and the representations of the coherent states. In Sec. III the 
most general representation of the algebra of para-Bose os
cillators on the space of its enveloping algebra n is obtained. 
Representations which are induced on invariant subspaces 
as well as quotient spaces are discussed briefly. In Sec. IV, we 
show how the standard representations are realized in this 
method. We obtain some interesting indecomposable repre
sentations. We also exhibit some finite-dimensional (nonuni
tary) representations. In Sec. V we discuss the representa
tions of coherent states and some possible generalizations. 

II. PARA-BOSE OSCILLATORS 

Para-Bose oscillatorsS satisfy (the commutation rela
tions6

) the equation of motion 

[a,N]=a, [a+,NJ=-at , (1) 

where a is the annihilation operator and the "number opera
tor " N is defined by 

2N = \a,atl , (2) 

where the braces! ] stand for the anticommutator. The 
creation operator at and a do not satisfy the commutation 

al Permanent address: Matscience, Madras 600020, India. 

relation ofthe normal harmonic oscillator. It can easily be 
worked out by repeated use ofEqs. (1) and (2) that 

[a,at2K] = 2Kat2K - 1 (3) 

and 

{a,at2K + I} = at2K (2K + {a,at }). (4) 

The normal Fock representation has been obtained earlier 1 

by recognizing that 

[ H lat2] - lat2 
'2 - 2 ' 

[H,!a 2
] = _ !a2, 

(5) 

[!a t2,!a2] = - 2H, 

i.e., !at2,!a2, and H =!N close, and the algebra is that of the 
Lorentz group SO(2, 1). By using the standard representa
tions ofSO(2, 1) and the fact that the spectrum of His positive 
definite, the representation for a and at is obtained by ex
tracting the square root. 

If bo denotes the lowest value for the spectrum of the 
Hamiltonian JY related to N by 

JY=N+~ ~ 

then we obtain 

a2",2" + 1 = [2(n + bo)] 1/2, 

a2" _ 1.2" = (2n)1/2 

and 

(2nl [a,at ] 12n) = 2bo, 

(2n + 11 [a,a t ] 12n + 1) = 2(1 - bo), 

so that 

o 
21/2 

o 

o 
o 

[2(bo + 1)] 1/2 

(7) 

(8) 

(9) 

It is clear that for bo = !, the distinction between odd and 
even matrix elements disappear and we get the standard har
monic oscillator. Properly normalized para-Bose coherent 
states (eigenstates of a) are obtained as2

.
3 

la) = {D(laI 2 ]-1!2D(aat )IO), 

where 

(Z ID 10) = (aZ)1 -bo!Ib,,(aZ) + I b
o 
-I (aZ)], 

(10) 

(11) 
where Iv is the modified Bessel function of the vth order, and 
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Z is a complex number. Here 10) is the vacuum (extremal 
state annihilated by a). 

III. REPRESENTATIONS ON n 
In this section the most general representation of a 

para-Bose algebra on the space of its universal enveloping 
algebra 11 will be determined. According to the Poincare
Birkhoff-Witt theorem a basis for the universal enveloping 
algebra of the para-Bose algebra can be chosen as7 

11:{ atnamN',m,n,r = 0,1,2,. .. j={X(n,m,r)j, (12) 

where X (n,m,r) is an ordered (tensor) product of the elements 
of a t,a and N. The values (n,m,r) = (0,0,0) denote the identity 
operator I (this corresponds to the vacuum). An element 
yEfl is called an extremal vector for the representation p on 
11 if 

pIP )y = 0, /3 = a or at (13) 

for plat) and/or pIa). The basis for the universal enveloping 
algebra can be written as 7 

11 = 11+11_I1N , (14) 

where 11+ =atn,l1_ =am, and nN =N'. 
The basic commutation relations Eqs. (1) and (2) can be 

used to derive 

amN' = (N + mj'am, 

atnN' = (N - nj'atn, (15) 

which in tum can be used to get the following basic relations: 

p(at)X(n,m,r) = X(n + l,m,r), (16) 

p(a) X (2K,m,r) = 2K X(2K - l,m,r) 

+ X (2K,m + l,r), (17) 

pIa) X (2K + l,m,r) 

= 2(K - m) X (2K,m,r) + 2 X (2K,m,r + 1) 

- X(2K + I,m + l,r), (18) 

p(N) X(n,m,r) = (n - m) X(n,m,r) + X(n,m,r + 1). (19) 

This representation is in general infinite dimensional, with 
neither a highest nor a lowest weight. Under the action of the 
operator p of this representation the powers m and r remain 
the same or increase. Thus, each of the subspaces V (m,r) of 
11, 

V(m,r):{X(n,m + k,r + k z) m 

n,kl,kz = non-negative integers j, (20) 

is an invariant subspace with respect to the action of p on 11, 
and induces subrepresentations on these invariant sub
spaces. Actually p induces representations on the quotient 
spaces 

V(m,r)/V(m',r'), 

m<.m', r<.r', V(O,O) = 11. (21) 

The representations which are induced on the invariant 
subspaces V (m,r)are all algebraically equivalent to the repre
sentation p. The representations induced by p on the quo
tient spaces 
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I1/V(m,r) (22) 

are algebraically inequivalent to p. The representations on 
these quotient spaces are obtained from Eqs. (16)-(19) by 
formally setting 

X(n,m + kl,r + kz)-o, kl,k2>0 integers. 

We will discuss some of the representations induced on the 
quotient spaces given by Eq. (20) in the following sections. 

IV. REPRESENTATION ON n+fL 

The representations on 11 +n _ are defined through the 
relation 

p(N)l = AI, AEe, (23) 

i.e., the relation (N - A )1 generates a left ideal IN ofl1. Then 
11 lIN -11+11_. A basis for n+l1_ can be chosen as 

11+11_:{X(n,m),n,m>O integersj. (24) 

On this space 11 +11 _, the representationp induces the repre
sentation p': 

p'(at)X(n,m) =X(n + I,m), 

p'(a) X (2K,m) = 2K X(2K - I,m) + X (2K,m + 1), 

p'(a)X(2K + I,m) = 2(K - m +A) X(2K,m) 

-X(2K + I,m + 1), (25) 

p'(N)X(n,m) = (A + n - m)X(n,m). 

The representation p' is infinite dimensional and the opera
tor p'(N) is diagonal, and has no extremal vectors. The sub
spaces 

V(m):{X(n,m + K),K>O integersj (26) 

are invariant with respect to p'. The representations which 
are induced by p' on the quotient spaces 11+11_/V(m) are 
obtained from the representation Eq. (25) by setting formally 
X(n,m + K )-0, for all K>O (integers). We shall now consid
er the special case of representations on 11 +11_/ 
V(m = 0)-11+. A basis for this is given by 

11+:{atn ,n = 0,1,2,. .. j. (27) 

We obtain the representationpA.,o from Eq. (25) as (suppress
ing the indices which should cause no confusion) 

p(N)1 =AI, 

p(at)X(n) =X(n + 1), 

p(a)X(2K) = 2K X(2K - 1), 

p(a)X(2K + 1) = 2(K +A )X(2K), 

p(N)X(n) = (A + n)X(n). 

(28) 

It can easily be verified that Eq. (28) satisfies the basic 
commutation relations (1) and (2). Moreover it holds for the 
commutators 

[p(a),p(a t )]X(2K + 1) = 2(1 - A )X(2K + 1), 

[p(a),p(a t )]X(2K) = UX(2K), 

(29) 

(30) 

and as before we realize the standard oscillator for A = ! 
(actually A = bolo To get a more symmetrical form for a and 
at for the case of irreducible representations ( - AE1'N) we 
define 

B. Gruber and T. S. Santhanam 1033 



                                                                                                                                    

Y(O)=X(O), 

Y(I) = (1I/2T)X(1), 

Y(2K) = till (2l!} - 1I2{)X 2(i + ..1,)} - 1I2X (2K), (31) 

Y(2K + 1) = till (2j )} -1/2 L!X 2(i +..1,)} -1I2X (2K + 1), 

for K = 1,2,3,. .. to obtain 

plat) Y(2K) = [2(K + A, )]112 Y(2K + 1), 

plat) Y(2K + 1) = [2(K + 1))1/2 Y(2K + 2), 

pta) Y(2K) = (2K)1/2 Y(2K - 1), 

pta) Y(2K + 1) = [2(K + A, )]1/2 Y(2K), 

pIN) YIn) = (A, + n) YIn), 

(32) 

which is the standard representation given in Eq. (9). It is 
interesting to note that we did not extract any square root 
nor did we explicitly use SO(2, 1). These are automatically 
defined in the enveloping algebra. To appreciate the power 
of the general method, let us construct some novel represen
tations on the quotient space P A 0 / V (m = 1). The basis is 
constructed as 

IX(n)_atn, Y(n)=atna, n';;;'O integersJ. (33) 

From the physical point of view, this amounts to taking two 
vacua, the usual one and the one particle state as the second 
vacuum. Equation (25) yields the following representations: 

plat) X(n) = X(n + 1), (34a) 

plat) YIn) = YIn + 1), (34b) 

p(a)X(2K) = 2K X(2K -1) + Y(2K), (34c) 

pta) Y(2K} = 2K Y(2K - 1), (34d) 

p(a)X(2K + 1) = 2(K +..1, )X(2K) - Y(2K + 1), (34e) 

pta) Y(2K + 1) = 2(K +..1, - 1) Y(2K), (34f) 

p(N)X(n) = (A, + n)X(n), 

pIN) YIn) = (A, + n - 1) YIn). 

(34g) 

(34h) 

The X and Yare almost decoupled except for the important 
relations Eqs. (34c) and (34e) which couple these two. The 
situation can be best explained by Fig. 1. 

The representation for a, at and N can easily be seen to 
be the following: 

Yo Y, 
1 j 

) 

fll ~-lf-t~-:2 

Y2. " 1 I, 1 
) ) ~--

t+--~~ -- t---l. 
I I I 

1: -1: 1~ -11 
I I I I 

I .2). I Z. : 2f ).11): 2 
1+--- __ )I+- ____ ).oE- ____ ).oE-~---) __ _ 

1 

x. x, x, X, 

FIG. 1. Representation induced by PAO on the quotient space lJ+/ 
V(m ~ 1). The action of at is given by solid lines. The actionofa is given by 
dashed lines. The numbers given are the matrix elements of the transition. 
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[0, O2 

.J plat) = 12 
O2 

O2 12 O2 

O2 O2 12 

A 0 
0..1,-1' - - - -,- -, 

A+I 0, 
p(N) = 0 ..1" 

- - - - -,-

·0 0 U 0 

1 0 0 2(..1, - 1) 

p(a) = 
0 0 

-1 0 

where 

2 
0 

0 

1 

(35) 

- - - - - - -t 
'A, + nO, , 
I- Q _A...+..n.:- 1 

(36) 

0 
(37) 

2 

0 

0 

and each block acts on the two components 

[
X(n)] 
YIn) ,n = 0,1,2,· ... 

One can easily verify that this representation satisfies the 
basic commutation relations Eqs. (1) and (2). 

From Fig. 1 it is clear that Yo is an extremal vector. To 
see whether there are other extremal vectors (to give rise to 
an indecomposable representation) we realize that 

p(a)(Xo + sYIl = 0, Yo + S2(..1, - I)Yo = 0, (38) 

which gives 

s = - 112(..1, - I}, 

and so 

p(a) Yo = 0, 

p(a)Z=O, Z-Xo-{I/2(..1, -1)) YI . 

(39) 

(40) 

However, the representation is reducible (decomposable) to 
the sum of 

and (41) 

I Zn = atnZo' n = 0,1,2,. .. J, 
each of these resulting in the correct commutation relation 
for the case A, #- 1. For A, = 1, the representation becomes 
truely indecomposable since S blows up making the combi
nation Zo not possible, and thus Yo cannot be reached from 
YI , while Y1 can be reached from Yo' 

Let us now study the interesting representations which 
are induced by Eqs. (34) on the quotient space modulo the 
invariant subspace spanned by the basis elements Y. We tind 
that (setting formally Y-o) 
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p(at)X(n) =X(n + 1), 

p(a)X(2K) = 2K X(2K - 1), 

p(a)X(2K + 1) = 2(A +K)X(2K), 

p(N)X(n) = (A + n)X(n). (42) 

From the second and the third of these equations it is clear 
that for A = - I, r~o integers, we realize indecomposable 
representations since pIa) does not take X (21 + 1) to X (21 ). 
This can be easily visualized from Fig. 2. The point is that 
while at takes the states continuously up, the action of a 
stops at the point 1+ 1 (i.e., 21 + 2 steps from - I ), i.e., while 
at takes I_I + 1, a will not trace back I + 1-1. Equations 
(42) in tum induce a representation on the quotient space 
modulo the invariant subspace which is spanned by the basis 
elements Y (21 + 1), Y (21 + 2),..·. This representation is irre
ducible and of dimension 21 + 1. On the quotient space Eqs. 
(42) can be cast in a more symmetrical form by defining 

W(O) = X (0), 

W(I) = (1Ii=2T)X(1), 

W(2K) = Ul (2r)} -1/2 {)X 2( -I + r)} -1/2 X(2K), 

K = 1,2, ... ,1, 

{ 

K } - 112 
W(2K + 1) = ,VI (2r) 

x CUD 2( -I + r)} -1/2 X(2K + 1), 

K = 1,2, ... ,1- 1, 

and we get 

p(at )W(2K) = [2( -I + K)] 1/2W(2K + 1), 

p(at )W(2K + 1) = [2K + 2] 1/2W(2K + 2), 

p(a)W(2K) = [2K] 1/2W(2K - 1), 

p(a)W(2K+ 1)= [2(-I+K)]1/2W(2K), 

p(N)W(n) = (-I + n)W(n). 

(43) 

(44) 

To illustrate the point let us look at the explicit repre
sentation for A = - I = - 2,1 = 2 when we get 

0 0 0 0 

V-4 0 0 0 

p(at ) = 0 V2 0 0 

0 0 V-2 0 

0 0 0 V4 

pIa) = [p(atW, 

and 

-2.[ 2. «-i.,) 21. 21-+2 2. 
~----<----<----<c-- ---.----1 I€----~----

I ~I '1 )1 -- -- ~'I--,~I-~'I-I -..,.,1--,*1-

a.t 

---------~v~---------

2t+1 

t2/1'1 
a 

'--------v---

co d.i. ...... 

FIG. 2. Indecomposable representation for A. = - 1,1>0 integer. The action 
of at is denoted by solid lines and that of a by dotted lines. 
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-2 0 0 0 

0 -1 0 0 

p(N) = 0 0 0 0 (45) 

0 0 0 1 

0 0 0 0 

For/= 1 we get 

p(at
) ~(v' ~ 2 

0 n p(a) ~ [p(a'll' , 0 

V2 

CI 0 

D p(N)= ~ 0 

0 

The situation is reminiscent of para-Fermi algebra (its iso
morphism with angular momentum algebra is well known8

). 

It can easily be verified that Eq. (45) yields the basic commu
tation relations. In fact it has been shown earlier9 that for 
SU(2), given the spinj, there are two extremal vectors with 
projections of j equal to - j and j + 1 and that the usual 
angular momentum representation is obtained in the (2j + 1) 
finite-dimensional quotient space. 

v. COHERENT STATES 

The representations on il +il N are defined through the 
relation 

p(a)l = .u1, .uEC, (46) 

i.e., the relation (a - .u)l generates a left ideal fa of il. Then 
il /fa -il+ilN, for which a basis can be chosen as 

il+ilN:{X(n,r),n,r;>O integers). (47) 

On this space is induced the following representation: 

p(a)l = .ul, 

p(at)X(n,r) =X(n + l,r), 

pIa) X (2K,r) = 2K X (2K - l,r) +.u ± (r) X (2K,I), 
1=0 I 

pIa) X (2K + l,r) = 2K X (2K,r) + 2 X (2K,r + 1) 

-.u ItO C)X(2K + 1,1), 

p(N)X(n,r) =X(n,r+ 1) + n X(n,r). 

(48) 

This is again an infinite-dimensional representation and has 
no external vectors. Since Eq. (48) describes basically the 
action of a, at, and Non coherent states (eigenstates of a), in 
order to solve for the coherent states we adopt a different 
procedure. Guided by Eq. (28) we have to solve the equation 

p(a);-=O';-, 
00 

;- = L {C2K X (2K) + C2K + I X (2K + 1)). (49) 
K=O 

Using Eq. (28) we get the recursion relations 

c - (0')2 1 C 
2K + I - 2 K (K + A) 2K - I , 

(50) 

C - (0')2 1 C 
2K + 2 - 2 (K + I)(K + A) 2K' 
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which can be solved to yield 

C2K = (!!...)2K CO, 

2 Kif (A + r)K! 
(51) 

r=O 

= (0'2 )2K+ 1 K C2K + 1 ------ Co· 

II (A +r)K! 
r=O 

Equation (51) can be recast in the form of Eqs. (10) and (11) 
and gives the coherent states of the para-Bose oscillators. A 
possible generalization is to look for the solution of the equa
tion 

p(a)E = O'E, 

where 

(52) 

E = L C2n,m X(2n,m) + L C2n + I,m X(2n + I,m). 
n.m n,m 

(53) 

This leads to the recursion relations 

(2n + 2)C2n + 2,m + 1 - C2n + I,m = O'C2n + I,m + 1 , 

C2n•m _ 1 + 2(n - m + A )C2n + I,m = O'C2n,m' (54) 

We have not succeeded in solving these except for the case 
when a = O. Should we succeed in solving them, we will 
realize some generalized coherent states. 

VI. CONCLUSIONS 

A general study of the indecomposable representations 
for the algebra of para-Bose oscillators is made. Besides real-
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izing the standard representations, some novel indecompos
able representations are derived. 10 We hope to extend this 
analysis to other graded algebras elsewhere. 
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In this paper, an algorithm is described which allows a systematic computation of harmonic 
polynomials of a given degree invariant under a finite subgroup of the group O(n). An application 
of the algorithm to the octahedral (cubic) subgroup is given. 

PACS numbers: 02.20.Rt, 02.70. + d 

1. INTRODUCTION 

Computations of physical properties for systems invar
iant under a (nontrivial) space group or point group are made 
easier by the use of functions having the same invariance 
property. Great attention has been paid mainly by physicists 
working in spectroscopy, crystallography, solid state phy
sics, or quantum chemistry to obtain such invariant func
tions in various cases (see Refs. 1-19 and references therein). 
Our task here is to describe an algorithm which allows the 
calculation of functions invariant under a point group of 
0(3) [and more generally under any finite subgroup ofO(n)] 
and which are solutions of the Laplace equation. Such func
tions will be referred to as invariant harmonic polynomials 
(IHP). 

Patera, Sharp, and Winternitz lO have given a basis for 
all tensors transforming irreducibly under a given point 
group [subgroup of 0(3)]. They use the standard technique of 
the so-called Molien function (to be surveyed in the next 
section). [Many of their results had appeared earlier but their 
paper is the first systematic and complete study for all the 
point groups of 0(3).] Their Sec. VI describes a prescription 
to obtain a basis for the IHP out of their integrity basis. 
(Their technique is based on previous results of Lohe and 
Hurst. 12) Our algorithm is in fact equivalent to their pre
scription; we shall give here the proofs which were skipped in 
their paper. 

To obtain IHP, different approaches have been used. 
First, the IHP can be expressed as a linear combination of 
spherical harmonics Y,(,(O,q;) orin a Cartesian way as homo
geneous polynomials in the variables x, y, z. Secondly, the 
literature gives analytical 14. 15 as well as numerical 15- 20 ex
pansions. To our knowledge, the most complete results have 
been obtained by Dunkl 15 for the analytical aspect and by 
Fox and Krohn 19.20 for the numerical one. Dunkl has ob
tained, for the cubic subgroup of 0(3), the general expan
sions of the IHP in terms of the Cartesian coordinates and in 
terms of Y'('. Moreover, he also obtains the expression for 
the tensors transforming under the alternate representation 
of the cubic subgroup. The contribution of Fox and Krohn 
has been to calculate numerically the coefficients of the ex
pansion for the IHP of the cubic subgroup of degree up to 
200. (An earlier work 18 dealt with the tetrahedral IHP.) 

The next section shows how the information contained 
in the Molien function combined with the existence of an 
operator H, the harmonic projector, leads to a very natural 

algorithm for the computation of the IHP of any finite sub
group ofO(n). By applying this algorithm to the case of the 
cubic IHP, we show in the third section the usefulness of the 
method. The conclusion points out advantages of the 
method. 

2. THE ALGORITHM FOR THE GENERAL CASE O(n) 

Roughly speaking, the algorithm splits into three sim
ple steps: (i) compute the Molien function and the integrity 
basis associated with it. (ii) in order to obtain a basis for the 
IHP of degree n, compute all the products of an arbitrary 
number of elements of the integrity basis at the exception of 
those containing a power of x 2

, and (iii) apply the operator H 
(to be defined below) on each of the products. The result is a 
basis for the IHP of degree n. The following subsections de
scribe each of these steps. 

A. The Molien function and the associated integrity 
basis 

Let P be a vector field over R n: 

the group O(n) acts naturally on R n. Let G be a finite sub
group of O(n) and rn the representation of G which is the 
restriction ofO(n) to G. The polynomial P(x) is said to be a 
rr -tensor (rr is an irreducible representation of G) if the 
following condition is verified: 

P(rn(g)x) = rr(g-I)P(x) 'tJgEG. (1) 

If rr is simply the identity representation, the condition (1) is 
the usual invariance condition 

P(rn(g)x) = P(x) 'tJgEG (2) 

and the ridentity -tensors are called the invariants. 
The Molien function answers the following question: 

how many independent rs -tensors of degree I are there? This 
information (for all n) is casted in the Taylor expansion of the 
Molien function (also called "generating function"): 

00 

B(rn,rr;}.) = I a), i. (3) 
i=O 

The coefficient a, is the number of rr-tensors of degree I. If 
the representation rn is irreducible [like the natural repre
senation of the cubic group as a subgroup of 0(3)], the func
tion B (rn ,rr;). ) is given by 
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1 lV * B(F F 'A)=- I sXsr 
n' r' IG 1 conjugacy det(l - AAs) 

(4) 

classes 

where 1 G 1 is the number of elements of G, lVs the number of 
elements in the conjugacy classes s, X! the complex conju
gate of the character of the class s in the representation Fr 
and As the matrix representing one element of the class sin 
the representation F n' (The technique of the Molien function 
is explained in greater details in Burnside. 21) If the represen
tation is reducible (Fn = F n, Ell F n, Ell ... Ell FnJ, the generat
ing function is the product of the generating functions for the 
irreducible parts: 

B (Fn,Fr;A) = B(Fn"Fr:A )B(Fn"Fr;A ) .. ·B (Fnm,Fr;A). (5) 

The information contained in the form (3) seems to be the 
totality of what B (Fn ,Fr:)., ) can tell us. However, the result 
ofthe explicit computation of (4) can be put in the more 
informative form 

(6) 

where kp,p, and q take positive integer values and P and Q 
are finite sets. The number of monomials in the denominator 
is equal to n, the dimension of Fn. An integrity basis for the 
F, -tensors are a finite number of F, -tensors which, joined to 
a finite number of invariants can span the whole set of rr
tensors by products and linear combination. It is not hard to 
see that such an integrity basis can be formed by kp r,
tensors of degree p (for all pEP) and n invariants whose de
grees are the elements of Q. Among those invariants there 
will always be the x2 = x~ + x; + ... + x~ invariant for the 
subgroups ofO(n). (Xi are the coordinates on R n.) 

With the knowledge of what is contained in the integri
ty basis, one can take the most general homogeneous vector 
fields and solve the rr -variance condition (1) for a complete 
set of generators of G. Thus, one has the elements of the 
integrity basis explicitly. 

What should be kept in mind of this subsection is that 
there exists a finite number of Fr-tensors and invariants 
which span all Fr-tensors and that these elements of the in
tegrity basis can be found by the technique of the Molien 
function. (An example of the results of this technique is given 
for the cubic group in Sec. 3). 

B. A generating function for the IHP 

The Molien function gives the number of homogeneous 
polynomial invariants (or rr-tensors) for a given degree. But 
this is not exactly what we are looking for. Indeed, we re
quire the invariants to be harmonic, i.e., to verify the 
equations 

LJ.I = 0, (7) 

where LJ. is the Laplace operator 

a2 a2 a2 
LJ.=-+-+ ... +-. (8) 

axi ax~ ax~ 

A natural question arises then: Is there an analog ofthe 
Molien function for the IHP? The answer to this question is 
yes; but first, let us recall some basic facts about harmonic 
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polynomials. (For an exhaustive treatment, see Vilenkin.22) 
Let mnl be the space of homogeneous polynomials of 

degree Ion R n. One can define an action ofO(n) on the space 
of functions on R n by 

L (g)J(x) = J(g-IX) 'v'gEO(n). (9) 

Under this action, the space mn,1 is invariant: indeed, ifJ(x) 
Emn,l,f(g- IX) is also in mn,l. The representation L n,l, the re
striction of L to mn,l is, however, reducible. To convince one
self of that, one can observe that x 2mn ,l - 2 is an invariant 
subspace on mn,1 [due to the fact that x 2 is invariant under 
O(n)]. Since O(n) is compact, the representation L n,l is com
pletely reducible, 

Another important invariant subspace ofmn,' is precise
ly the subspace of harmonic polynomials that will be denot
ed S)n,l. Its invariance follows from the observations that the 
operator commutes with the action of L n,l, [Note that 
(f(g- IX)) can be easily computed with the change of varia
bles x' = g-IX. Under this change of variables, LJ. becomes 

a2 a2 az 
LJ.=-+-+ ... +- (10) 

ax? ax;2 ax~2 

and LJ.(f(g-IX)) = 0.] 
The relationship between !W,I and its two invariant sub

spaces x 2m n
,1 - 2 and S)n,1 is contained in the following lemma 

(demonstrated in Vilenkin): 
Lemma: The space mn,l is the direct sum of the (supple

mentary) subspaces rmn,l- 2 and S)n,l: 

(11 ) 

Moreover, S)n,l is irreducible under the action of L n,l. 

As we have pointed out in the preceding subsection, all 
the generating functions B (Fn ,Fr:)., ) contain in their de
nominator the monomial (1 - A 2) corresponding to the in
variant x 2

. Among the invariants (or rr-tensors) of degree I 
constructed with the elements of the integrity basis, those 
which contain a power of x 2 lie in the r!Jtn,l- 2 subspace of 
!Jtn,l. The others are not necessarily in S)n,l but have at least a 
component in this subspace. 

Lemma: The generating function for the IHP is 

BIHP(rn,Fr;A) = (1 - A 2)B (Fn,Fr;A), (12) 

(The analogous result for the invariants has also been ob
tained by Meyer. 13) 

Proof: Restricted to the finite subgroup G, the represen
tation L n,l decomposes in irreducible representations: 

( 13) 

where m is the number of irreducible representations of G. 
The a; are the coefficients of the Molien functions: 

(14) 

Since S)n,l is an irreducible subspace of L n,l the restriction of 
L n,1 to this subspace can also be written as a direct sum of the 
irreducible representations F i : 

( 15) 

The coefficients b ; are precisely the numbers we are looking 
for; indeed, the generating functions BIHP (rn ,Fr;A ) for the 
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IHP will be written 
00 

BlHp(Fn,Fi;A) = L b;A I. (16) 
1=0 

By the discussion preceding the lemma, we know that 

b ; <;a; - a; _ 2 • (17) 

Introduce now the generating functions for the dimensions 
of L n.1 and ~n'/: 

00 

In (A ) = L A 1 dim L n.1 (18a) 
1=0 

and 

hn(A)= I Aldim~n'/= IAldimLn,/I-Q.'" (18b) 
1=0 1=0 

Using the decomposition (11), hn(A) can be rewritten as 
00 

hn(A) = LA 1 (dim L n.1 - dimL n.I-2) (19) 
1=0 

which can be expressed in terms of the a; by (13): 
00 m 

hn(A)= L L A 1(ai -a;_2)dimFi· (20) 
1=0 j= I 

(It is to be understood that a; = 0 for I < 0.) In the same way, 
(15) gives 

00 m 

hn(A)= L L A1b;dimFj, (21) 
1=0 j= I 

which finally gives a relation between the a; and the b ;: 

f (a; -a;_2)dimFj = i: b; dimFi • (22) 
i= 1 i= 1 

Subject to the inequalities (17), the b; have to be given by 

b; = a; - a; _ 2 • (23) 

The generating functions B1HP are then 
00 

BIHp(Fn,Fj;A) = L (a; - a;-2}11. 1 
1=0 

= I a;A 1 - A 2 I a; _ 2..1. 1- 2 

1=0 1=0 
= (1 - A 2)B (Fn,Fj;A). (24) 

C. The harmonic projector H 

Since ,pn,/ and rmn,l- 2 are supplementary there exists a 
projector on ~n'/. This harmonic projector H n.1 acting on a 
given vector ofmn•1 gives a vector of the subspace ~n'/. It takes 
the following differential operator form (see again Vilenkin): 

H
n,/ = [112] (- Wx2k(n + 2/- 2k - 4)!! A k L ... (25) 

k = 0 2kk !(n + 21 - 4)!! . 

Since the restriction of L n,/ of O(n) to the subgroup G com
mutes with..:1 [for example, for a given F,-tensor, we have 

..:1P(Fn(g)X) = ..:1F,(g-I)(PX) = F,(g-').:1P(X)], (26) 

H preserves the F, -variance of the objects on which it acts. 
Then if H acts on a basis (constructed with the elements of 
the integrity basis) for the F, -tensors of degree I, it will pro
ject to 0 all the elements containing a factor X2k and give 
linear independent harmonic Fr-tensors out of the others. 
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We have then proven the validity of our algorithm for ob
taining a basis for the invariant (or F,-tensor) harmonic 
polynomials of degree I: 

. (i) Obtain the Molien function and the corresponding 
integrity basis; 

(ii) calculate a basis for the subspace of degree I and omit 
in this list the elements containing a power of X2; and 

(iii) apply H to these elements. 

3. AN EXAMPLE: THE IHP FOR THE CUBIC SUBGROUP 
OF O(3) 

This example should make clear the steps described in 
the preceding section. The first consists in computing the 
Molien function for the invariants. PuttingFj = F, (identity 
representation) in (4), one obtains easily (see, for example, 
Patera, Sharp, and Wintemitz lO

) 

B (Fn,F,;A) = (1 + A 9)1(1 - ..1. 2)(1 - ..1.4)(1 - A 6). (27) 

The corresponding integrity basis is calculated by introduc
ing the most general polynomial of degree 2, 4, 6, and 9 
successively in (2). We choose the following elements: 

12 = x2 + y2 + Z2, 

14 = X4 + y4 + Z4, 

16 = X
6 + y6 + z6, 

E9 = xYZ(X2 _ y2)( y2 _ Z2)(Z2 _ X2). (28) 

The second step produces the basis of the subspace for a 
given I. Let us take I = 12 for this example. The generating 
function (27) tells us that there are seven invariants of degree 
12: 

B (Fn,F,,A.) = 1 + ..1. 2 + 2..1. 4 + 3..1. 6 + 4..1. 8 + ..1. 9 

+ SA 10 + A II + 7..1. 12 + ... 
A basis for this seven dimensional subspace is 

(29) 

1~, Ii 14, nn, l!, 1i!6' 1214h, and n. (30) 
We know that the subspace ~n./ = ~3,12 of dimension 25 is 
spanned by the polynomials rl2 Y;;. The restriction of the 
25-dimensional irreducible representation of 0(3) to the ele
ments of the cubic subgroup G decomposes on the irreduci
ble representations of G as follows (the superscript in paren
thesis gives the dimensionality of the representation): 

F~cil3) ICUBE = 2F\')$IF~)$ 2Fi2) $ 3F~) €IdF~), (31) 

the representation F, being the identity representation. The 
subspace ~3.12 of harmonic polynomials contains then two 
invariants. A quick look at (30) tells us that there are precise
ly two invariants not containing 12: they arel! and n. A last 
verification can be obtained by calculating BlHp : 

B1Hp(Fn,FI;A) = (1 - A 2)B (Fn,FI;A) 
= 1 +..1. 4+..1.6+..1.8+..1.9+..1. 10 

+2..1. 12+... (32) 

which also gives 2 as coefficient of A 12. 

The third and last step consists in projecting I! and I ~ 
on ,p3.12 by the use of H 3,12. The operator H 3,12 is 

H3,12 = ± (- 1)krk(23 - 2k )!! ..:1 k 
k = 0 2kk !(23)!! 

(33) 
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and the basis of invariant harmonic polynomials of degree 12 is found to be 

H 3,12(!!) = al101 [X12 + yl2 + Z12] _ 3333[XlO(y2 + Z2) + ylO(X2 + Z2) + ZlO(X2 + y2)] 

+ 23550[X8(y4 + Z4) + y8(X4 + z4) + Z8(X4 + y4)] + 8685x2y2Z2[X6 + y6 + Z6] _ 42609 [X6Z6 + y6z6 + Z6X6] 
- 20265 [X6( y4z2 + y2Z4) + y6(X4Z2 + X2Z4) + Z6(X4y2 + X2y4)] + 10 1325x4y4z4J ' 

H 3,12(n) = b 124(x12 + yl2 + Z12) _ 792[X lO(y2 + Z2) + ylO(X2 + Z2) + ZlO(X2 + y2)] 

+ 815[x8(y4 + Z4) + y8(X4 + Z4) + Z8(X4 + y4)] + 30750X2y2Z2[X6 + y6 + Z6] + 3262 [X6y6 + y6z6 + Z6X6] 

+ 71750[x6(y4z2 + y2Z4) + y6(X4Z2 + X2Z4) + Z6(X4y2 + X2y4)] + 358750X4y4Z4J, (34) 

where a and b are constants, 
One can see on this example that the algorithm can be 

easily programmed with a language manipulating algebraic 
expressions, This has been done on a DEC 2050 using a 
REDUCE compilator, Given the expressions H for n = 3 (I 
free) and ofthe Laplacian acting on a general product of the 
elements of the integrity basis (28), 

.1I~I!I~E; 
= a(4a - 4 + 16b + 24c + 36d + 6)I~-II!I~E; 

+ 16b(b-l)I~I!-2I~+IE; 
+ c(24b + 30c + 48d)I~I!+ II~-IE; 
+ b (64c + 40d + 12)I~ + II! - II~E; 

+ c( - 48b + 30c - 30 - 12d)I~+2I!I~-IE; 

- 3Oc(c - I)I~+ 3I!+ II~-2E; 

+ 8bcI~ HI! - II~- IE; + 6c(c - I)I~ + sIV~ - 2E;, 
(35) 

the program generates for each I the invariants subject to the 
conditions of the step (ii) of the algorithm, applies H on each 
of them (expressed as a product of elements of the integrity 
basis), transforms the solutions in Cartesian coordinates and 
lists the results. We have run the program up to I = 25 but 
we did not push further since we did not want to publish any 
tables. Another version of the program for the pseudoinvar
iants (transforming under the alternate representation) has 
also been devised and run for 1<;25. The common denomina
tor of the polynomials is factored out; the coefficients are 
then integer and there is no loss of accuracy. 

4. CONCLUSION 

To close this paper, we would like to stress some ofthe 
advantages of the algorithm. 

The algorithm is easy enough to program that anyone 
who is familiar with the usual programming languages can 
obtain harmonic polynomials of "reasonable" degrees with
out any sophisticated numerical methods. The program can 
be set up in such a way that the coefficients of the IHP are 
integer and therefore exact. The algorithm clearly works in 
any dimension n and for any finite subgroups GCO(n). 
Moreover, it is obvious from Sec. 2 how to compute r,
tensor harmonic polynomials for any irreducible representa
tion r, of G. Finally, one important advantage lies in the fact 
that the invariance (or r,-variance) conditions (2) [or (I)] are 
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~olved once and for all (at the step of calculating the integrity 
basis). This avoids the solution of any high-dimensional sys
tem of linear equations. 
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A Galerkin method is developed as a generalization of the variational averaging method to deal 
with problems with dissipation. Some nonlinear oscillations, nonlinear waves, and nonlinear 
stability problems are studied to illustrate the application of the new method. It is demonstrated 
that when the dissipative parameter is small, the solutions agree with those obtained by other 
established methods. 

PACS numbers: 02.30. + g 

I. INTRODUCTION 

For a wide class of problems on nonlinear oscillations, 
nonlinear waves, and nonlinear stabilities, variational meth
od has been shown to be a useful tool to obtain approximate 
asymptotic solutions. 1--4 The method starts with reformulat
ing the problem by an equivalent variational problem; then 
some appropriately chosen asymptotic trial solutions with 
adjustable parameters are substituted into the functional to 
be varied. It is expected that the system of equations govern
ing the adjustable unknown parameters would be simpler 
than the original problem. An essential step in the variation
al method is to find the functional to be varied. For many 
important physical problems, e.g., almost all the problems 
with dissipation, the functional or the Lagrangian cannot be 
found, and the variational method is not applicable. This is a 
serious defect of the method. Some attempts have been made 
to modify the variational method to accommodate the prob
lems with dissipation. 1.5 In this study we shall develop the 
method in a more systematic manner. 

The method to be developed is a generalization of the 
Galerkin method. The essence of the Galerkin method may 
be described as follows. 6 Take the differential equation 

L [x(t)] = O. (1) 

A trial solution is taken in the form 
N 

X = L CiXi(t), (2) 
i= I 

where [Xi(t)} is a set of given functions. Then choose a set of 
weighting functions [Wi (t )}. The parameters [ci } are to be 
determined by the following set of algebraic equations: 

(3) 

The weighting functions [Wi (t ) J were originally chosen by 
Galerkin7 to be identical to [Xi(t)}. Then it may be shown 
when [Xi(t)} form a complete orthogonal set, the solution (2) 
represents the exact solution, if N is taken to be large enough. 
However, as an approximate method in practice, Nis usually 
not large and f Xi(t) ) often does not form a complete set. The 
weighting functions [Wi (t )} are also often chosen to be dif
ferent from [Xi (t )} as dictated mostly by experience or con-

alOn leave from Wuhan Institute of Hydraulic and Electric Engineering, 
Wuhan, People's Republic of China. 

venience. The flexibility of the choices of [wi(t)} has its mer
its. But the lack of definiteness is also disturbing when the 
method is to be applied in an area where one has little 
experience. 

The classical Galerkin method is closely related to the 
direct variational method. Take Eq. (1); it is often possible to 
establish an equivalent variational formulation: 

.JJ = 0, 

where the functional J [ x} is of the form 

J = J F (x(n)(t ), ... ,x(t ),t)dt. 

After some manipulation, we obtain from (4) 

J L [x(t) ).Jxdt = O. 

(4) 

(5) 

(6) 

Thus Eq. (1) is the Euler-Lagrange equation of the variation
al problem. When the direct method is employed with the 
trial solution (2), then 

N 

.Jx = L xi(t ).Jci · (7) 
i=1 

Because of the independent variations of .Jci , we obtain from 
(6) 

(8) 

Equation (8) is the same as (3) when [wi(t)} are identi
fied with [Xi(t )}. Thus, when the problem can be formulated 
in terms of a variational principle, a definite Galerkin meth
od as exemplified by Eq. (8) can always be found, which is 
equivalent to the variational method. However, there are 
many problems for which it is impossible or very difficult to 
find the functional J and to formulate the problem in terms 
of a variational principle. For these problems, the variational 
method is not applicable without modification. On the other 
hand, for the Galerkin method, it is apparent that instead of 
(6), we may also formulate the problem in terms of the more 
general relation 

J L [x(t )).Jf(x)dt = 0, (9) 

wheref(x) is any arbitrary function ofx. The proper choice of 
fwould certainly affect the outcome of the analysis. In the 
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following, we shall examine these questions and present a 
scheme of the generalized Galerkin method. Then this Ga
lerkin method will be applied to some nonlinear oscillation 
and nonlinear stability problems for illustration. 

II. GENERAL SCHEME OF THE GALER KIN METHOD 

Consider a differential equation schematically repre
sented by 

L [x(t );aJ = O. (10) 

where a is a parameter. As examples, take the following 
differential equations representing oscillations with linear 
and nonlinear dam pings: 

x" + 2ax' + x = ° (II) 

and 

x" + a(x')3 + x = 0. (12) 

We shall be interested in those equations, as in the 
above examples for which an equivalent variational formula
tion exists if the parameter a is zero. More explicitly, when 
a = 0 a functional J can be found and,1J = ° will lead to the 
following relation: 

f L [x(t );O],1x dt = 0. (13) 

Then for a sufficiently small, we expect a similar relation 

f L [x(t );a ],1x dt = ° (14) 

is also valid. This is the essence of the general scheme of the 
proposed Galerkin method. It is an exact formulation when 
a = 0, and it is free from the ambiguity as manifested by (9). 
It is capable of dealing with dissipative systems, such as (11) 
and (12), if the dissipation is sufficiently small. Indeed, the 
method may also be called the variational Galerkin method. 

As in the general application of the direct variational 
method, the trial solution need not be of the form (2). We 
may take instead 

(15) 

where C i are those adjustable parameters to be varied inde
pendently. Then the Galerkin formulation becomes 

f L [~;a] a~ dt = 0, i = 1, ... ,N. 
aCi 

(16) 

To treat problems with asymptotic periodic solutions, 
such as a certain class of nonlinear oscillations, waves, and 
stability problems, we shall again follow the same averaging 
scheme as developed in previous studies. 1-3 In essence, we 
shall make use of whatever prior information there is as 
much as possible and incorporating it into the form of the 
trial solution. Then, approximate equations for the adjusta
ble parameters, e.g., amplitudes, phases, etc., are obtained 
and solved by singling out the secular terms. 

Although we have used an ordinary differential equa
tion of a single variable (1) to present the general scheme of 
the variational Galerkin method, the same procedure can be 
readily applied to partial differential equations and equa
tions with many variables. The generalization to the prob-
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lems with more than one dissipative parameter can also be 
made in the same manner. 

III. LINEAR AND NONLINEAR OSCILLATIONS WITH 
DAMPING 

Consider the differential equation of oscillation with 
linear damping (11). When a = 0, the variational formula
tion will lead to the following relation: 

,1J = 0, 

where 

it 1 
J = - [(X')2 - x2]dt. 

o 2 

Or, equivalently, 

L (x" + xj,1x dt = 0. (17) 

Thus, according to the general scheme presented in Sec. II, 
the corresponding Galerkin formulation of Eq. (11) is 

L (x" + 2ax' + xj,1x dt = 0. (18) 

Take the trial solution of the form 

x = A (t )sin B (t ), (19) 

where A (t) andB '(t) are taken to be slowly varying functions 
of time. Thus 

x' = A 'sin B + AB 'cosE, (20) 

x" =A "sinB+2A'B'cosB 

+ AB "cos B -AB '2sinB, (21) 

and 

,1x = sin B,1A + Acos B,1B. (22) 

Substituting these expressions into (18), we obtain 

L [[(A" -AB'2 + 2aA' +A )sin2B 

+ (2A 'B' + AB " + 2aAB ')sin B cos B J,1A 

+ [(2A 'B' + AB" + 2aAB ')cos2B 

+ (A " - AB ,2 + 2aA ' + A )sin B cos B ]A,1B J dt 

=0. (23) 

Using the averaging scheme as developed in the vari
ational method 1 by retaining only the secular terms, and not
ing that,1A and,1B are independent, we obtain 

A " - AB ,2 + 2aA ' + A = ° (24) 

and 

2A 'B' +AB" + 2aAB' = O. (25) 

Since A and B ' are slowly varying functions of time, we shall 
neglect the terms with A " and B " in (24) and (25). Further
more, a is also a small parameter. Thus we may approximate 
(24) and (25) by 

AB'2_A =0 (26) 

and 

(A ' + aA )B' = O. (27) 
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Hence we obtain 

B=t+/3 (28) 

and 

A =ae- a" (29) 

where a and /3 are integration constants. 
Thus the solution (19) becomes 

x = ae - a'sin(t + /3). (30) 

The exact solution of the differential equation (11) is readily 
found to be 

IV. DUFFING STABILITY WITH DAMPING 

Consider the Duffing equation with damping, 

u" + au' - au + yu3 = 0, (40) 

where a, a, and yare real positive constants. When a = 0, 
the equation represents a system which is linearly unstable 
and nonlinearly stable, and has been studied by the vari
ational method. 3 Multiply (40) with u' and then integrate; we 
obtain 

( 
du )2 i' ( du )2 - =F(u)-a - dt, 
dt '0 dt 

(41) 

where x = ae - a'sin[(l - a 2)1/2t + /3 ) 
= ae - a'sin(t + /3) + 0 (a 2 ). (31) F(u) = C + au2 - (y/2)u 4 (42) 

Therefore the approximate solution (30) obtained by the Ga
lerkin method agrees with the exact solution at least up to 
o (a). In fact, for this linear problem, the system (24) and (2S) 
also has the exact solutions 

A (t) = ae- at 

and 

B (t) = (1 - a 2)1/2t + /3. 
Let us now apply the Galerkin method to the problem 

of oscillation with cubic damping (12). Then the correspond
ing Galerkin formulation is 

f [x" + a(x')3 + x).dx dt = O. (32) 

Take again the trial solution (19), and apply the same averag
ing scheme as before, we obtain 

and 

2A 'B' +AB" +~(A 3B'3 +AA ,2B') = o. 
4 

The approximate equations are then 

(B'2 - 1)A = 0 

and 

2A 'B' + ~ A 3 B'3 = O. 
4 

Thus we obtain from (3S) 

and 

B=t+/3 

A=-----~ 
[a + (3a/4)t ) 1/2 ' 

(34) 

(3S) 

(36) 

(37) 

(38) 

where /3 and a are integration constants. Thus the approxi
mate solution of (12) is 

x = __ s_i_n(:....t...;.+--,/3--,-) _ 
[a + (3a/4)t ) 1/2 

(39) 

The approximate solution (39) is the same as that obtained by 
the method of multiple scale.8 
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and C is an integration constant to be determined by initial 
conditions. For instance: u(to) = 0, u'(to) = V C. When 
a = 0, Eq. (41) may be integrated to yield solutions in terms 
of elliptic functions. When a is small, it is expected that u(t ) 
will still exhibit a largely periodic behavior in some definite 
finite interval oftime. From Eq. (41), it is clear that solutions 
are permitted only if the right-hand side of(41) is positive. It 
is convenient for our discussion to adjust the constant C in 
(42) as C (to) such that (t - to) never exceeds the period of the 
system at the time. Then C is monotonously decreasing in to. 
The function F(u) for various C's are shown in Fig. 1. When 
C> 0 [Fig. l(a)], the system is largely oscillating between 
± u I' As t increases, C will decrease and eventually C be

comes negative [Fig. l(c)]. Then the system will oscillate 
between U 2 and U I (or - U I and - u2). Eventually u will 
settle down asymptotically to Uo = (a/y)1/2 [or - (a/y)1/2], 
as shown in Fig. l(d). 

Now we apply the Galerkin method to Eq. (40) and 
obtain 

f (u" + au' - au + yu3).1u dt = O. (43) 

Let us take the trial function 

u(t) = A (t )sin v(t ) + B (t ), (44) 

where A, B, and v' are slowly varying functions of time. 
Thus, for instance, 

u'(t) = A 'sin v + Av'cos v + B' 

and 

.du = sin v.dA + A cos v.dv + .dB. 

After using the same averaging scheme as before, we obtain 

A " + aA ' - A [(V')2 + a - GyA 3 + 3yB 2)] = 0, (4S) 

2A 'v' + Av" + aAv' = 0, 

and 

B" +aB' -aB + yB 3 + ~yA 2B=0. 

The approximate equations are then 

(V')2 = ~yA 2 + 3yB2 - a, 

A ' + (a/2)A = 0, 

and 

F. Chen and D. Y. Hsieh 
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F(u) F (u) 

u ------~~------~~~------~-------- u 

la) Ib) 

F (u) 

F(u) 

----------~~----4_----~~---------- u 

u 

FIG. I. The schematic representation of F(u). (a): C> 0; (b) C = 0; (c) C < 0; (d) C = - 0 2 f2r. 

From (49) we obtain 

A (t) =A (t
o
)e-(aI2)(t-to). (51) 

Thus the amplitude of the oscillation will diminish slowly 
but exponentially with time. Since A and B are slowly vary
ing functions of time, we may treat them as constants in any 
definite small interval of time. Hence (48) can be integrated 
approximately to yield 

11 = (JJt + 4>, (52) 

where 

(JJ2 = irA 2 + 3rB 2 - a (53) 

and (JJ is the frequency of the oscillation. 
From (51) we obtain either 

(i) B=O (54) 

or 

(55) 
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The case B = 0 corresponds to the situation depicted in Fig. 
l(a). Since A is decreasing in t, while (JJ2 cannot be negative, 
the solution ceases to be valid when (JJ-<) or when 
A 2-4a/3r. Then the mode (i) will switch over to the mode 
(ii) given by (55), corresponding to the situation depicted in 
Fig. 1 (c). SinceA is again diminishing, eventually for large t, 
we obtain asymptotically 

A = 0, B = ± (a/y)I12, 

which is the state depicted in Fig. l(d). 
There is no exact analytical solution for Eqs. (40) or (41). 

The approximate solution attained aoove by the Galerkin 
method catches the essential features of the solution except 
at the transition region, as depicted in Fig. lIb). We shall 
briefly sketch how to deal with this transition problem. With 
C considered as a slowly decreasing function of to, we may 
approximate (41), since a is a small parameter, by ( ~~ r = F(u) (56) 

F. Chen and D. Y. Hsieh 1044 



                                                                                                                                    

and 

dt=~. 
~F(u) 

(57) 

Substituting (56) and (57) into the integral in (41), we obtain ( ~; r = F(u) - a r ~F(u) duo (58) 

In the transition region we may take C = 0, and thus 

F(u) = au2 - L u4
• (59) 

2 

Substitute (59) into (58), then u(t ) can be explicitly integrated 
in terms of quadrature in the transition region. 

v. THE KLEIN-GORDON EQUATION WITH DAMPING 

Let us now turn to partial differential equations and 
consider the Klein-Gordon equation with damping: 

where 

g(A ) = (t/Jf(At/J ). (73) 

Since A is supposed to be a slowly varying function of (x,t ) 
and a is a small parameter, we obtain the approximate 
equations 

and 

.8A (S: - S!) - g(A) = 0 (74) 

aA 2S, +S,(A 2), -Sx(A2)x =0. 

Let us denote 

S, = - lU, Sx = k. 

(75) 

(76) 

When lU and k are slowly varying functions of (x,t ), and can 
be treated as if they are constants, then Eq. (74) represents 
the nonlinear dispersion relation 

lU2 = k 2 + g(A ) . 
.8A 

(77) 

ull - Uxx + au, + flu) = O. (60) Equation (75) becomes 

When a = 0, this equation has been investigated by the vari
ational method by Whitham4 and Hsieh? The latter ap
proach can be readily adapted to the Galerkin method, and 
we shall follow that approach to deal with the case when 
a#O. 

The Galerkin formulation of (60) is 

f dt f: 00 dx[ ull - Uxx + au, + f(u)]..du = O. (61) 

Let us take the trial solution of the following form: 

u = A (x,t }t/J(S (x,t )), (62) 

where A, S,' and Sx are all slowly varying functions of (x,t) 
and t/J is a periodic function of S which satisfies the following 
conditions: 

t/J (S + 21T) = t/J (S), (63) 

(t/J )= 1 f1T t/JdS= 0, 
21T 0 

(64) 

(t/J 2) = 1. (65) 

It follows from (63) that 

(t/Jt/J') = (t/J't/J") =0, (66) 

and we shall denote 

(t/J '2) = - (#") =.8. (67) 

From (62) we have 

u, =A,t/J+AS,t/J', (68) 

U II =A"t/J + lA,S,t/J' + ASttt/J ' + AS:t/J .. (69) 

and a similar set for Ux and Uxx . Also we have 

..du = t/J..dA + At/J '..dS. (70) 

Substituting these expressions in (61) and carrying out the 
averaging scheme as before, we obtain 

All -Axx +A, -.8A(S:-S!)+g(A)=O (71) 

and 

(78) k a 
A +-A +-A=O , lU x 2 ' 

which has the general solution 

A (x,t) = e-(a/2)'a[x - (k/lU)t], (79) 

where a is any arbitrary function. Since, from (77) the group 
velocity Cg is given by 

C = dlU =!. 
g dk lU' 

(80) 

(79) can also be written as 

A (x,t) = e-(a/2)'a(x - Cgt). (81) 

Thus the amplitUde function is propagating with the group 
velocity and also decays exponentially with damping coeffi
cienta/2. 

Iff(u) is a polynomial of u, i.e., 
N 

flu) = L cnun, (82) 
n=1 

then 
N 

g(A) = L Cn (t/Jn)A n. (83) 
n=l 

In order to determine.8and (t/J n), or generally g(A ), we need 
to know the periodic function t/J (s). Using the original equa
tion (60) as a guide, we may obtain t/J (s) in the following man
ner. Let u = t/J (s) and s(x,t ) = kx - lUt. Then treat k and w as 
constants, and neglect the term with a since a is a small 
parameter. Then Eq. (60) becomes 

vt/J " + f(t/J ) = 0, (84) 

where 

V =lU2 _k 2. 

Equation (84) may be integrated to yield 

s r dy 
-; = [Stf(z)dz} 1/2 • 

(85) 

The constants b and v can be determined from the conditions 
(72) (63) and (65). Witht/J (s)given, then.8andg(A )canbeexplicitly 
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calculated, and the systems (74) and (75) can be solved. We 
shall now consider in more detail the linear case, i.e., when 
f(u)=u. 

For the linear case, we obtain from (85), (63), and (64) 
that 

¢ (s) = .J2 sin(s + rf;), 
where rf; is a constant. From (73) and (67) we have 

/3= I, g(A) =A. 

Thus (74) becomes 

S;-S; = 1. 

A complete integral of the above equation is 

S = kx - (1 + k 2)1/2t + m, 

(86) 

(87) 

(88) 

where k and m are two arbitrary constants. Substituting (88) 
into (75), we obtain 

k a 
At + (1 + k2)II2A;c + 2A = 0, (89) 

which yields the general solution 

A (x t) = e - la/2Ita(x _ k t) . 
, (l+k2)1/2 (90) 

Thus 

u(x t) = e - (a/2Ita(x _ k t) 
, (1 + k2)1/2 

X sin[kx - (1 + k 2)1/2t + rf;], (91) 

which represents the travelling solution for the linear Klein
Gordon equation. It may be pointed out that when the linear 
Klein-Gordon equation is solved by the method of Fourier 
transform, the general solution can be written as 

u(x,t) = f dka(k)e(-a/2Ir+i[kx- 1l+k'-a'/41"'t). (92) 

For travelling waves with wavenumbers in the neighbor
hood of some definite k, the solutions (91) and (92) agree up 
to the order 0 (a). 

Equation (87) possesses also a singular solution which is 
the envelope of the family of solutions represented by (88). 
This singular solution is 

S = (t 2 - X 2)112. (93) 

Substituting (93) into (72), we obtain 

t(A 2)r + x(A 2);c + (1 + at)A 2 = O. (94) 

The general solution of (94) is of the form 

A =e- att- I/2b(x/t), (95) 

where b is an arbitrary function. The solution (95) is again 
consistent with the asymptotic expression for large t from 
the solution (92) up to order 0 (a). 
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VI. DISCUSSION 

The examples of nonlinear oscillations and waves dis
cussed in previous sections demonstrate that the variational 
Galerkin method can successfully treat problems with dissi
pation. When comparisons can be made, it is found that the 
solutions obtained by the Galerkin method agree with those 
obtained by other established methods so long as the dissipa
tive parameter is small. It may be remembered, in contrast to 
many other asymptotic methods, that the variational meth
od is not intrinsically a perturbation method and therefore is 
well adapted to treat a certain class of nonlinear stability 
problems.3 However, one major defect of the variational 
method is its inability to deal with dissipative systems. The 
proposed Galerkin method, as demonstrated by the exam
ples treated in previous sections, apparently can remedy this 
defect. 

In the scheme of the Galerkin method, we have consi
dered only the cases when the dissipative parameter a is 
small. An obvious question is how far the small a solutions 
can be extrapolated to the cases when a is not small. This is a 
very important question that needs to be investigated. A re
lated problem is a more rigorous establishment of the vari
ational Galerkin method even when a is sufficiently small. 

For problems with many adjustable parameters, it is 
conceivable that there may be more than one possible vari
ational formulation from which to generalize Galerkin 
schemes. This problem of nonuniqueness is closely related to 
the question of extrapolation just mentioned, and is different 
from the nonuniqueness arising from the choices of different 
fIx) in Eq. (9). For practical applications, however, it may yet 
be worthwhile to investigate how sensitively the solutions 
would depend on various choices off(x) in (9). 

It is clear that much work is still needed to answer the 
many questions raised by the proposed variational Galerkin 
method and to explore its wide-ranging potentials. In subse
quent papers, we shall apply the method to various problems 
in mechanics and physics, and among others some stability 
problems in fluid dynamics. 
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We develop the theory of R-separation for the Helmholtz equation on a pseudo-Riemannian 
manifold (including the possibility of null coordinates) and show that it, and not ordinary variable 
separation, is the natural analogy of additive separation for the Hamilton-Jacobi equation. We 
provide a coordinate-free characterization of variable separation in terms of commuting 
symmetry operators. 

PACS numbers: 02.30. + g. 02.40.Ky 

1. INTRODUCTION 

Let Vn be a (local) pseudo-Riemannian manifold. The 
Helmholtz equation for Vn is expressed in local coordinates 
I yjj by 

.:1¢( y) = E¢( y), (1.1) 

where E is a nonzero constant and.:1 is the Hamiltonian or 
Laplace-Beltrami operator I 

(1.2) 

Here. aj = ay}' the metric on Vn is ds2 = ~i.jgijdy'dyj, 
g = det(gij):;;60, and ~ktkgkj = 15;. The Helmholtz equation 
is closely associated with the Hamilton-.lacobi equation2 

n 

H (ai W)= I gijai waj W = E, 
i.j~ I 

where H is the Hamiltonian function 
n 

H(Pi) = I gijPiPr 
i.j~ I 

(1.3) 

(1.4) 

Both.:1 and H are defined independent of local coordinates. 
In Ref. 3 the authors presented a theory of orthogonal 

R -separation for (1.1). [By R -separation we mean separation 
up to a fixed factor: 

n 

¢( y) = R (y) II ¢ul(yj). (1.5) 
j~1 

Ordinary separation corresponds to R === 1 and trivial R -se
paration to aij In R = 0 for i:;;6j.] We found necessary and 
sufficient conditions that an additively separable orthogonal 
coordinate system for the Hamilton-Jacobi equation will 
also R-separate the Helmholtz equation. [An R-separable 
system for (1.1) always separates (1.3).] Further, we found a 
coordinate-free characterization of orthogonal R-separable 
coordinate systems in terms of families of commuting sym
metry operators for .:1. 

In this paper we extend the ideas of Ref. 3 to provide a 
general theory of R -separation for the Helmholtz equation, 
encompassing both orthogonal and nonorthogonal coordi
nate systems. A major new complication is the possibility of 
type 2 (null) coordinates. Our principal result is Theorem 3, 

-I Supported in part by NSF Grant MeS 78-26216. 

which provides an intrinsic characterization of an R -separa
ble coordinate system in terms of a family of commuting 
symmetry operators. (In particular, given the operators, ex
pressed in an arbitrary coordinate system, one can compute 
the R-separable coordinates.) 

Although R -separation has long been a useful tool in 
the study of the Laplace equation [E = 0 in (1.1 I], its rel
evance to the Helmholtz equation was, until recently, virtu
ally ignored. Our results show clearly that R-separation, 
rather than ordinary separation, for the Helmholtz equation 
is the proper analog to additive separation of the Hamilton
Jacobi equation. In fact, the problem of extending a separa
ble system for (1.3) to an R -separable system for (1.1) reduces 
to an exercise in quantization theory. 

In Sec. 2 we give a precise operational definition of R
separation for the Helmholtz equation. (We expect, though 
we have not tried to verify, that any coordinate system which 
R-separates in accordance with some more intuitive defini
tion of separability can be shown to be equivalent to one of 
our canonical systems.) In Theorem 1 we derive necessary 
and sufficient conditions that a Hamilton-Jacobi separable 
system be R -separable for the Helmholtz equation, and we 
look at the special case of ordinary separation (R = 1), ob
taining a new generalization of the Robertson condition for 
orthogonal separability. In Sec. 3 we develop the symmetry 
operator approach to R-separation and review the corre
sponding Hamilton-Jacobi theory. Section 4 contains our 
main result, Theorem 3, which gives the intrinsic symmetry 
operator characterization of R-separation. Finally, in Sec. 5 
we provide some examples of R -separation and briefly dis
cuss the significance of our results. 

The theory presented here is local rather than global. 
All functions are assumed to be locally analytic. 

2. TECHNICAL CONSIDERATIONS 

Let Ixjj be a local coordinate system on the pseudo
Riemannian manifold. We present here an operational de
finition of R -separation for the Helmholtz equation 

.:1¢= g:/2 ai (gl/2 gijaj )¢ = E¢ (2.1) 

in the coordinates Ixjj and derive necessary and sufficient 
conditions for the existence of this phenomenon. Let (Sij(Xi)) 
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be a Stiickel matrix, i.e., an N X N nonsingular matrix whose 
ith row depends only on the variable x; and set S = det(Sij)' 
We divide the coordinates x j into three disjoint classes: es
sentialoftype 1, essential of type 2, and ignorable. We further 
order the indices so that n I coordinates xO, 1 <,a<,n I' are es
sentialoftype 1, the n2 coordinates x', n I + 1 <,r<,n I + n2, 

are essential of type 2, and the n3 coordinates xa, 
n I + n2 + I <,a<'n I + n2 + n3 = n, are ignorable. (In the fol
lowing, unless otherwise stated, indices a, b, c range from I 
tonI' indices r, s, t range from n l + I tonI + n2, indicesa,/3, 
r range from n I + n2 + 1 to n, and indices i,j, k range from I 
to n.) The ignorable coordinates are defined to be all x; such 
that a;gjk(x) = 0 for allj, k. Finally, set N = n l + n2, let 
Al = - E, A2, .•. ,AN be complex parameters, and define dif
ferential operators Ko ,K, by 

Ko = aoo + lo(xO)ao + mo(xO) + LA ~.p(xO)aaf:l 
a.p 

N 

+ L n~(xa)aa + L A;So;(xa), (2.2) 
a i= 1 

fora = 1, ... ,n l and 

K, = 2LB~(xla,a + m,(x') + LA a·f:I(xlaaf:l 
a a.p 

N 

+ Ln~(xlaa + LA;S,;(x') (2.3) 
a i= 1 

for r = n l + 1, ... ,N. 
We say that the coordinates (Xl} are R-separable for 

the Helmholtz equation (2.1) provided there exist functions 
gdx) and R (xO,xl (R #0) such that 

N 

R -IAR -E==. L gdx)Kk' 
k=1 

Here 

R -IAR = A + gija;lnRaj + R -I(AR) 

as an operator, where 

A _ ifa _1_ 1/2 ij)a 
La - i iJ + 1/2 a;(g g j' 

g 

If the coordinates are R-separable then the function 

(2.4) 

(2.5) 

(2.6) 

¢(x) = R (Xb,XS)I]V(OI(XO)]JtfI'l(x')exp[ LAaxa] (2.7) 

is a solution of A ¢ = E¢ whenever the ¢(}l satisfy separation 
equations 

Ka [tflolexp(Aaxal) = 0, a = 1, ... ,n l , 

K, [tfI'lexP(Aaxa)] = 0, r = n l + I, ... ,N. (2.8) 

Here theAa are arbitrary complex constants andAI, ... ,An are 
the separation parameters. Note that the function exp(Aaxa) 
can be factored out of expressions (2.8), thus reducing these 
expressions to ordinary differential equations. The type 1 
coordinates X O have the property that the corresponding se
paration equations are second order ODE's, whereas for type 
2 coordinates x' the separation equations are first order 
ODE's. The solutions V(X,A) (2.7), depend on the separation 
parameters A, but R (xb,XS

) is independent of these 
parameters. 
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It follows from (2.2H2.4) that a necessary condition for 
R-separation is 

gdx) = Skl/S, k = I, ... ,N 

where SkI is the (k, 1) minor of (Sij). 
Thus the metric must take the form 

sol 
~b = {job S' ~' = ~a = 0, g" = 0, 

S,I 
g,a = B ~(XI S' 

1 N Sil 
~f:I=_ L Af,f:I(x;)-, a#/3 

2 ;=1 S 

~a= f Af,a(x;)~. 
;=1 S 

Note that 

~ g~a) ::. 
~'~f:I n3 

(2.9) 

(2.10) 

(2.11) 

Conditions (2.10) are necessary but not sufficient for R
separation. Before determining the remaining conditions, 
however, it is worthwhile to point out the significance of 
these restrictions on the metric. Consider the Hamilton-Ja
cobi equation associated with the Helmholtz equation (2.1): 

giJa; waj w = E. (2.12) 

It has recently been established,4-7 that conditions (2.10) are 
necessary and sufficient for (additive) separation of the Ham
ilton-Jacobi equation in the coordinates (xj} 

a 

Indeed, Benenti7 has shown that every system which sepa
rates (2.12), according to the intuitive definition of Levi-Ci
vita,s is equivalent to a system in the canonical form (2.10). 

Proposition 1: A coordinate system that is R-separable 
for the Helmholtz equation is also separable for the Hamil
ton-Jacobi equation. Let 

Sil 

H;-2=S' i= 1, ... ,N. (2.14) 

If conditions (2.10) hold thenS;' #0 sinceg#O. We can as
sociate with our coordinate system (xi} on Vn an orthogonal 
coordinate system (x\ ... .xN J on a space VN with metric 

N 

ds2 = L Ht(dx;f· (2.15) 
i=1 

By (2.14), this metric is in Stackel form.2 Recall that neces
sary and sufficient conditions that ds2 be expressible in the 
form (2.14) for some Stiickel matrix are (Ref. 1, Appendix 13) 

ajklnH ;-2 + a)n H ;-2ak lnH j2 

- a}n H;- 2ak ln H
j
- 2 

- aklnH ;-2a}nH k-
2 = 0, 

j-=/k; i,j,k = 1, ... ,N. (2.16) 

We further recall some useful results from Ref. 6. Given a 
metric ds2 = ~i H7(dx;f in Stackel form, we say that the 
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function Q (x) is a Stockel multiplier for (ds2) if the metric 
052 = Qd~ is also in Stackel form with respect to the coordi
nates I xjl. It can be shown that Q is a Stackel multiplier if 
and only if there exist functions t/lj = t/lJ (xJ) such that 

N 

Q(x) = L t/lj(X j)Hj-2. (2.17) 
j=1 

Equivalent necessary and sufficient conditions are 

ajkQ - ajQakIn H j- 2 - akQa}n H k- 2 = 0, J=/=k. 
(2.18) 

We can now reformulate conditions (2.10). 
Proposition 2: A necessary requirement for R-separa

tion of (2.1) in the coordinates I xi:i = 1 , ... ,n I is that 

(2.19) 

and that eachg"P be a Stackel multiplier for the Stacke1 form 
metric ds2 = ~Z = I H 'i (dxk f. All other matrix elements gii 
must vanish. 

To obtain sufficient conditions for R-separation we 
must also demand equality of the coefficients of aj and the 
zeroth order terms on each side of (2.5): 

fa + la)n R = la(xa), (2.20) 
N 

D,a(/"a + la,lnR) = L H k-2n~(xk), (2.21) 
k=1 

N 

R -1(4lR)= L H k-
2mk (xk). (2.22) 

k=! 

Here, 

fa =aaf, f=ln(gl/2/S), (2.23) 

fra = a,ln(g1l2 gra) = f, + a,ln B ~(xr). 

Solving for R from (2.19) we find 

R = (:Y12exp[ ~Aa(xa) + Q(XS
)]. (2.24) 

and substituting (2.23) into (2.20) and (2.21) we ultimately 
obtain the following result. 

Theorem 1: Necessary and sufficient conditions that the 
coordinates I xJI be R -separable for the Helmholtz equation 

are 

1 ! /2 .. Ii2 ai (g g'Jaj t/l) = Et/l 
g 

(1) The requirements of Proposition 2 are satisfied, i.e., the 
coordinates Ixjl are separable for the Hamilton-Jacobi 
equation gijai waJ W = E, 
(2) ~,ca,Q is a Stackel multiplier for each a, 
(3) ~aH a- 2(faa + U~) is a Stackel multiplier, where 
fa = aa ln(gI/2 IS) and S is the determinant ofthe Stackel 
matrix. 
If these conditions are satisfied then 

where the Aa = Aa (xa) are arbitrary. 
We say that the coordinates {xjl are separable for the 

Helmholtz equation provided they are R-separable with 
R = 1. Furthermore, R -separable coordinates are trivially R-
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separable if R = II? = ! Ri(Xi) and (since coordinates are triv
ially R-separable ifand only ifthey are separable) we regard 
trivial R-separation as equivalent to ordinary separation. 

Especially interesting is the case of ordinary separation. 
Then R = 1 and expression (2.23) becomes 

( 1/2) ~ln g S = ~Aa(xa) + Q(XS
). (2.25) 

Corollary 1 (Generalized Robertson Condition): Neces
sary and sufficient conditions that the coordinates I xjl be 
separable for the Helmholtz equation are 
(1) the coordinates are separable for the Hamilton-Jacobi 
equation, 
(2)faj = 0 fori = 1, ... ,N,J=/=a, 
(3) ~rgra /,. is a Stackel multiplier for each a. 
Heref = In(gl/2/S) and}; = ad 

The original Robertson condition9 was concerned with 
the case of orthogonal separation. (By permitting a type 1 
coordinate to be ignorable if necessary, we can identify this 
case with n l = n, n2 = n3 = 0.) Robertson showed that an 
orthogonal separable system for the Hamilton-Jacobi equa
tion separated the Helmholtz equation if and only iffab = 0 
for a =/= b. (Since n2 = 0 this agrees with Corollary 1.) 

Eisenhart2 showed that the Robertson condition is 
equivalent to the requirement 

(2.26) 

where Rab is the Ricci tensor expressed in terms of the ortho
gonal coordinates I xa I. (For an explicit definition of the 
Ricci tensor Rij in terms of the metricgij together with relat
ed computational formulas we refer the reader to Chap. 1 of 
Eisenhart's text. I) Benenti 10 studied nonorthogonal separa
tion for the Helmholtz equation in which no nonignorable 
null coordinates were allowed (n 2 = 0 in our formalism). His 
requirement for Helmholtz separation agrees with our con
dition (2). Benenti further showed that his requirement was 
equivalent to (2.20) again and that Raa = 0 automatically for 
Hamilton-Jacobi separable systems. By a tedious but 
straightforward computation we have established 

Lemma 1: Condition (2) of Corollary 1, namely 

faj = 0 for J = 1, ... ,N, J=/=a 

is equivalent to 

Rab = 0, a=/=b, Ra, = 0, (2.27) 

where Rij is the Ricci tensor for Vn expressed in the coordi
nates I xjl· Furthermore, Raa = 0 automatically if I xjl sep
arates the Hamilton-Jacobi equation. 

I t is perhaps somewhat surprising that requirements 
(2.25) continue to hold even with the presence oftype 2 co
ordinates. Condition (3) of Corollary 1 appears not to be 
expressible in terms of the Riemann curvature tensor and its 
covariant derivatives. However, this condition is vacuous for 
n 2< 1. Since grs = 0, type 2 coordinates are null and any two 
such coordinates are orthogonal. Thus, for separation on a 
proper Riemannian space Vn we must have n2 = 0 and for a 
pseudo-Riemannian Vn with signature ( - 1,1 n - I) we must 
have n2 <1. 

Corollary 2: In order that Hamilton-Jacobi separable 
coordinates I xjl separate the Helmholtz equation on a pseu· 
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~o-Riemannianmanifold with signature (1 n)or( - 1,1 n - I) it 
IS necessary and sufficient that 

Rab = 0, ai=b, Ra, = 0. 

3. CONSTANTS OF THE MOTION 

Let us supp~se that the coordinates {xiJ R -separate the 
H~lmholtz ~uatlOn. Then expanding the corresponding 
Stackel matnx in (2.2), (2.3) by the I th, rather than just the 
1st, column we obtain operators .sfl, 1= 1, ... ,N, such that 
.sf[l/J = - AltP for an R-separated solution tP: 

.sfl = ~ S;I (aaa + laaa + LA ~,f3aaf3 + Ln~aa 
a,f3 a 

+ma +~aa[1a -fa] +Hf~ -/~]) 

Sri ( 
+ L S 2LB~ara + LA ~,f3aaf3 

r a a.{J 

+ ~(n~ - 2B ~a,ln R )aa + m,). (3.1) 

(Note that .sf I = ..1.) These expressions are not as complicat
ed as they appear. It can be directly verified (and we will 
show this later) that 

[.sfo.sf d = 0, [ .2" a,.2" f3] = 0, 

[.sf".2"a] =0, l<,l,h;N (3.2) 

where 

.2"a = aa' a = N + 1,oo.,n, (3.3) 

and [.sf, fjj] = .sf fjj - fjj .sf. Thus the operators .sf k 
(2 <,k<,N ), .2" a form a commuting family of symmetry oper
ators for..1, i.e., they commute with..1 and with each other. 
Furthermore, the R-separated solutions of (2.2) are simulta
neous eigenfunctions of the symmetry operators: 

.sfltP= -AltP, .2"atP=AatP· (3.4) 

Our construction has started with an R-separable coor
dinate system {Xl J and produced a commuting family of 
symmetry operators {.sf 1'.2" a J. It is our principal task in 
this paper to characterize those families of commuting sym
metry operators that correspond to R-separation. 

In Ref. 6 the authors solved the corresponding problem 
for the Hamilton-Jacobi equation (2.12). In that case we uti
lize~ the natural symplectic structure on the cotangent bun
dle Vn of Vn. Corresponding to local coordinates {Xi] on Vn 
!e have coordinates {Xi, Pi J on the 2n-dimensional space 
Vn Jhe Poisson bracket of two functions F (xJ~ Pj), G (x j, Pj) 
on Vn is defined by 

n 

IF,G) = L (ap,Fax,G-ax,Fap,G). (3.5) 
1= I 

Let {Xi I be a separable coordinate system for the Hamilton
Jacobi equation (2.12) with coordinates of type 1, xa, oftype 
2, x', and ignorable, xa, as usual. Then the metric i j in these 
coordinates takes the standard form (2.10). 

It is convenient at this point to introduce the functions 
pyl (xl,oo.,XN

), where 

Sjk Sjl 
S=pYiH j- 2, S=Hj- 2, 1 <j,k<,N, (3.6) 
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and Sij is the Stackel matrix corresponding to the separable 
system {.x'J. Thenpyl = 1 and it can be shown that (Ref. 1, 
Appendix 13) 

aipjkl = (P\kl-pjkl)a;lnHj-2, l<,i,j,k,<,N. (3.7) 

Let H = ~i.jgijpiPj be the Hamiltonian corresponding to 
(2.12). In Ref. 6 we constructed quadratic forms A (A = H) • I I , 

gIVen by 

AI = D~IH a- 2(p; + LA ~.{3PaPf3) 
a a.{3 

+ D~IH ,-2(LB~P,Pa + LA ~·f3PaPf3) (3.8) 
, a a.f3 

for I = 1,oo.,N and n3linear forms L a' 

La = Pa' a = N + l,oo.,n. (3.9) 

These polynomials in the P's were shown to satisfy 

{AI.AkJ =0, {La,Lf3J =0, (3.10) 

{AI,La J = 0, I,k = l,oo.,N, 

and when evaluated for P = a w. P = a w. P = a w 
with Wa separable soluti~n of (2. i2): they'sa;isc;. a 

AI = -AI' La =Aa, (3.11) 

where AI = - E,oo.,A.n are the separation parameters. 
Let aijlY) be a symmetric contravariant 2-tensor on V 

expressed in terms of local coordinates {yk }, and let g'l(y) b; 
the contravariant metric tensor. A root PlY) of aij is a solution 
of the characteristic equation 

det(a
ij 

- pi
j
) = ° (3.12) 

and an eigenform W = Ukdyk corresponding to p is a non
zero I-form such that 

n 

"( ij- ijl1 -0 '-1 ~ a pg Y"j - , l - ,oo.,n. (3.13) 
j= I 

Roots and eigenforms are defined independent of local 
coordinates. 

Note from (3.8) that for a separable system lyjJ thep~1 
are simple roots of the A I with simultaneous eigenforms dxa

, 

and the p~ I are roots of multiplicity 2 but with a single eigen
form dx'. Here dxa,dx' are also eigenforms for the products 
LaLf3. 

Let Iyj} be a local coordinate system on a pseudo-Rie
mannian manifold and let w(n = AiU1 d/, 1 <J<n, be a local 
basis of I-forms on Vn • The dual basis of vector fields isX(hl 
- l\i(h1a 1---h/ h l\i(hl1 £(hl Th' -- i'''' ... n, were /l. i!J1 = UU1' e mner pro-

duct oftwo I-forms wUPw(kl is G (j,k) = Ai(j1iIA/(kl' 
In Ref. 6 we proved 

Theorem 2: Let () be a vector subspace of quadratic 
forms on Vn such that HE() and 

(1) (A,B I =OforeachA,BE(), 

(2) there is a basis ofl-formswu1 = Ai(J1d/, 1<j<n, such that 
(i) the n I forms w(al are simultaneous eigenforms for 

each AE() with root p~, 
(ii) the n2 forms w('1 are simultaneous eigenforms for 

each AE() with root P:; the root P: has multiplicity 2 but 
corresponds to only one simultaneous eigenform, 
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(3) I La ,Lp} = ° and LaLpEO, where La = 1\ ;Iap;. 
a,/J = n l + n2 + 1, ... ,n, 
(4) IA,La} = ° for each AEO, 

(5) !(r)(A.;(a)aijA.J1.B)) = Pr A!(r) (A.;,a)ijA.J1.B))' 

(6) dimO = !(2n + n/ - n3), where n3 = n - n l - n2, 

(7) G (a,b ) = ° if a =/=b, and G (a,r) = G (a,a) = G (r,s) = 0. 

Then there exist local coordinates I xj} for Vn and functions 
f Ill(x) such that liJI}l = f 1J1dx j (with a suitable modification 
of the liJ(a)) and the Hamilton-Jacobi equation is separable in 
these coordinates. Conversely, to every separable coordinate 
system Ix j

} for the Hamilton-Jacobi equation there corre
sponds a subspace 0 of quadratic forms on Vn with proper
ties (1)-(7). 

In the following section we will show that, with suitable 
modifications, this result also characterizes R -separable sys
tems for the Helmholtz equation. 

4. THE BASIC RESULT 

Let.1 be the Hamiltonian operator (1.2), expressed in 
terms oflocal coordinates Ixj}. Suppose d is a second order 
symmetry operator for.1, i.e., a differential operator such 
that [d,.1 ] = ° and which in local coordinates can be writ
ten 

d = aij(y)aij + b ;(y)a; + ely), a; = ay' (4.1) 

where aij = aji and not all d; vanish. As shown in Ref. 3 we 
can decompose d uniquely in the form 

d=Y+2', (4.2) 

where 

u> _ 1 1/2 ij 
J -l72a;(g a aj ) + e, 

g 

2' =b;a;, 

[Y,.1 ] = [2',.1 ] = 0. 

(4.3) 

(4.4) 

Furthermore, this decomposition is coordinate independent. 
Decomposing the operators d, (3.1), in this form we find 

d, =Y, +:If" 
u> 1 1/2·· 

J '=l72 a;(g aj)A) 
g 

+ 2..P~)H a- 2(ma + !aa [fa -la] 
a 

:If, = [;tfl')H;-2nf 

- ¥~)H r-2B~(arlnB~ + arQ)]aa, 

for I = 1, ... ,N, where 

(4.5) 

A, = aff)p;pj (4.6) 

is the quadratic form (3.8). Note that :If, is not only a sym
metry operator for.1, but it in addition isfunetionally depen
dent on the first order symmetries 2' a' (3.3). That is, there 
exist functions gf(x) such that 
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:If, = Df(X)2' a· (4.7) 
a 

Returning to the general symmetry operator d, (4.1)
(4.4), we can uniquely associate this operator with the qua
dratic form A on Vn , defined in local coordinates by 

(4.8) 
i.j 

We can talk about the roots and eigenforms of d, meaning 
by this the roots and eigenforms of A. The following analogy 
of Theorem 2 holds. 

Theorem 3: Let I d I = .1, d 2,···,d N} be a set of sec
ond order symmetry operators for.1 with IA,} linearly inde
pendent, and let 1.5t' N + I , ••. ,.5t' n } (n - N = n3 ) be a linearly 
independent set of first order symmetry operators such that 
(1) [d,,-1'd =0, [d".5t'a] =0, [.5t'a,.5t'/3] =0, 
(2) each .5t', is functionally dependent on the set 1.5t' a}, 
where d, = Y, +:If, is the canonical decomposition 
(4.1)-(4.4) of d" 
(3) no d, belongs to the associative algebra generated by 
12' a }, i.e., d, cannot be expressed as ef/3 .5t' a .5t' /3 for con
stants effl, 
(4) there is a basis of I-forms liJUl = A.;lJld/, 1 <J<n, such that 
(nl+n2=N) 

(i) the n l forms liJ la ) are simultaneous eigenforms for 
each A, with rootp~), 

(ii) the n2 forms liJ(r) are simultaneous eigenforms for 
each A, with double rootp~); the root corresponds to only 
one eigenform, 

(iii) 2' a = 1\ ;(a)a;, 

(5) !,r)(A.;(a)aff)A.jl/3)) = p~)!lr)(A.;la)tjA.jl/3))' 

(6) G (a,b) = ° if a=/=b, and G (a,r) = G (a,a) = G (r,s) = 0. 
Then there exist local coordinates I xj} for Vn and functions 
flll(x) such that liJI}l = f Illdxj (with a suitable modification 
of the liJ(a) ) and the Helmholtz equation (2.1) is R -separable 
in these coordinates. Conversely, to every R-separable coor
dinate system lxi} for the Helmholtz equation there corre
spond operators d j ,.5t' a on Vn with properties (1)-(6). 

Proof Suppose conditions (1 )-(6) are satisfied. Compar
ing coefficients of the highest order (nonvanishing) deriva
tive terms in condition (I) we find 

IA,oA k ,} = 0, IA"La} = 0, [La,L/3} = 0, 

whereLa = 1\ ;(ap;. It follows from this and conditions (3)
(6) that the hypotheses of Theorem 2 are satisfied. Indeed the 
subspace 0 is that with basis IA"LaL/3a<f3). Hence, there 
exists a local coordinate system I x j

} such that the functions 
A"La can be expressed in theform (3.8). If A , = aB)p;Pj then 
by condition (2) and the fact that det(p~))=/=O we can write 
d, = Y, + !f" where 

and 

u> _ 1 a( 1/2 ija) ~ (I)H- 2 f.o k 
J , - 172 ; gal') j + ~ Pk k ~ , 

g k=1 

N 

I H ;;2Sk =0, 
k=1 

N I H k- 2ska = 0, 
k=1 

E. G. Kalnins and W. Miller, Jr. 
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since ..of I = .J and p~ 1 = 1. 
We have not yet fully utilized condition (I). Since Y I is 

self adjoint and:? l'.st' a are skew adjoint,3 the first two 
equations in condition (I) yield 

[.Y1,.st' a] = 0, 

[.Y/>.st' k] = 0, 

[Y"Yk ] =0, 
[Y1,.Yd + [.Y1,Y k ] =0. 

(4.lla) 

(4.11b) 

(4.llc) 

(4.11d) 

Equation (4.lla) yields aaS kP = ° and (4.11b) is satisfied 
identically. Equating coefficients of aij on both sides of 
(4.11c) we find aafb = aJa' aJa = aJra' a result already 
known. Equating coefficients of a; on both sides of (4.11c) 

and using det(p~ I) #-° we find 

abs r = 0, ab(2s a - faa - if~) = 0, a#-b, 

as(2sa -laa - if~) = 0, 

B ~arS s = B ~asS r, r#-s (no sum). 

Since the last equality must hold for all a, we have asS r = ° 
for r#-s. Thus 

Sa = Hfaa + if~ + 2Pa(xa)] , 

sr=p,(x') 

and from (4.10) we see that 

a 

(4.12) 

is a Stackel multiplier. Thus condition (3) [and condition (I)] 
of Theorem 1 are satisfied. [The zeroth order terms in (4.11c) 
give no new requirements.] 

The only constraints remaining to us are (4.11d). Equat
ing coefficients of aab in this expression we find 

abs ra = 0, abSaa = 0, b #-a. 

Equating coefficients of aa/3 we find 

B~arsaa + B~arsa/3 = 0, 

B ~ar5 sa + B ~a,S s/3 = B ~asS ra + B ~asS '/3, r#-s. 

Thus 

Sra = T~(X'), saa = V~(xa), 

where 

B~arT~ + B~arT~ = B~asT~ 

(4.13) 

+ B ~as T~, r#-s, no sum. (4.14) 

To solve relations (4.14) for T~ we use the fact that the 
n2 X n3 matrix (B ~(x')) has rank n2. The ignorable coordi
nates [xaj are not unique. A new set of ignorable coordi
nates [x'/3j, wherex'/3 = C~xa and (C~) is a nonsingular 
constant matrix, will do as well. One effect of such a choice of 
new ignorable coordinates is to provide a new matrix 
(B '~(xr)) constructible from the original matrix by a sequence 
of elementary column transformations. Conversely, elemen
tary column transformations of (B~) induce transformations 
of ignorable coordinates. Assuming n2>2 [since otherwise 
(4.14) is vacuous] we can always choose a new set ofignora

ble coordinates [x'/3j such that every matrix element B '~ 
and every 2 X 2 minor in the new matrix are non vanishing in 
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a suitably small x'-coordinate neighborhood. Assuming this 
done and dropping the primes we set a = {3 in (4.14) to obtain 

a,(T~/B~) = as(T~/B~), r#-s. (4.15) 

Substituting this result back into (4.14) and simplifying we 
obtain 

(B~B~ - B~B~) (a (T~) _ a (T~)) - ° 
B~B~B~B~ 'B~ 'B~ -. 

It follows from (4.16) that 

T~ = B ~(XS)Zs + P~(XS) 
and from (4.15) that a,zs = asz" r#-s. 

(4.16) 

(4.17) 

Thus there exists a function Q (x') (depending on type 2 var
iables only) such that Zs = - 2asQ. 
We conclude that 

STa = - 2B~a,Q(xS) + p~(xr), saa = V~(xa). (4.18) 

Substituting this result into (4.10) we see that ~,g,aa,Q is a 
Stackel multiplier. Thus all conditions of Theorem 1 are sat
isfied and the coordinates [x' J (hence the coordinates [x J ) 
R-separate the Helmholtz equation. [We note that the first 
derivative terms in (4.11d) yield no new restrictions.] 

Conversely, if the coordinates [xjj R-separate the 
Helmholtz equation we can reverse the order of the above 
argument and verify conditions (1)-(6). Q.E.D. 

5. DISCUSSION AND EXAMPLES 

Theorem 2 states that a Hamilton-Jacobi separable sys
tem [xjj is R-separable for the Helmholtz equation if and 
only if the involutive family of Killing tensorsA"La corre
sponds to a commutative family of symmetry operators 
..of1,.st' a' The technical conditions (2) and (3) of Theorem 1 
are necessary and sufficient that such a correspondence ex
ists. In this sense our results have a close relationship with 
quantization theory. 

Note that if the operators ..of1,.st' a satisfy the hypoth
eses of Theorem 3, except for requirement (2), then the oper
ators Y,,:£ a define an R-separation of the Helmholtz 
equation. 

Our generalization of variable separation for the Helm
holtz equation to R-separation and including null coordi
nates would be of little value unless nontrivial R-separation 
exists. In fact, all of the phenomena discussed in this paper 
do occur. For examples of ordinary separation involving 
type 2 (null) coordinates see Refs. 4, 5, and 11. For examples 
(and a theory) of nontrivial orthogonal R -separation see 
Refs. 3 and 12. Here, we merely recall one example of non
orthogonal R -separation from Ref. 12 to show how it relates 
to the general theory. The example is a V4 with local coordi
nates (Xl , ... ,x4)==(x,y,a,p) and metric 

° e>' 

e>' ° 
° 

Thus, n2 = n3 = 2, n = 4. The coordinates are easily 
checked to be Hamilton-Jacobi separable andf = 

E. G. Kalnins and W. Miller, Jr. 

(5.1) 
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In(gI/2/S) = -In(e'' - e"). Since n 1 = 0, condition (3) of 
Theorem 1 is satisfied. We first check ordinary separability. 
Here H x- 2 = H y- 2 = 1 and g''''ix + it"/y = - e" - e", 
g"'1fx + gY% = - 1 so ~rgry/, is always a Stiickel multi
plier.1t follows that the Helmholtz equation separates in the 
coordinates Ixjl. We have shown that Q =/satisfies condi
tion (2) in Theorem 1. However, once we have separation we 
can achieve further R-separation by choosing Q to be any 
other function satisfying condition (2). In particular choose 
Q = O. Then the Helmholtz equation R-separates in the co
ordinates Ixjl with R = (e" - e")I12. (The phenomenon of 
multiple R -separation for a single coordinate system is possi
ble only if type 2 coordinates are present.) In Ref. 12 we give 
the operator characterizations of these coordinates in accor
dance with Theorem 3. 

Upon comparison of Theorem 2 and 3 it is clear that R
separation and not just ordinary separation is the appropri
ate Helmholtz analogy of separation for the Hamilton-Ja
cobi equation. 
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We derive closed expressions for some infinite series of products of Legendre functions and 
gamma functions. A particular series has been used to obtain the partial-wave projected quantum 
mechanical Coulomb transition matrix in closed analytic form for all partial waves, 1=0, 1, .. ·. 

PACS numbers: 02.30. + g, 03.65.Nk 

1. INTRODUCTION 

In this paper we shall derive closed expressions for some 
infinite series involving products of Legendre functions and 
products of gamma functions. We have used one of these 
series to obtain a closed hypergeometric-function expression 
for the partial-wave projections, for alII, of the Coulomb 
transition matrix in nonrelativistic quantum mechanics. l 

The need for such a closed expression for the Coulomb T 
matrices has been the principal motivation for this 
investigation. 

In Sec. 2 we shall state and prove three theorems. 
Theorem 1 just paves the way for the proof of Theorem 3, 
which constitutes the main result of this paper. In Sec. 3 we 
shall briefly consider some interesting particular cases. 

2. THREE INFINITE SERIES 

Theorem 1: Let aEC,\Z, /3ER., .pER, A.EC, A. 'EIC. Let 
either 

(i)/3=O, 1.p1<1T, 
or 

(ii) /3 #0, 1/31 + 1.p11T1,;;; 1, Re(A. + A. ') > - 1, 
or 

(iii) /3 #0, 1/31 + 1.p11T1 < 1, Re(A. + A. ');;;. - 1. 
Then 

00 1=...!.L einfl' 
I 

n ~ - 00 a - n r (A. + 1 - n/3 )r (A. ' + 1 + n/3 ) 
1Teia'l'csec 1Ta 

rIA. + 1- a/3)F(A.' + 1 + a/3) 
Proof We define the functionf(C'\Z)'\ I a J-C by 

ela'l' 1T csec 1Ta 
f(a): = -- ----------

a - a r (A. + 1 - a/3 )r (A. ' + 1 + a/3 ) 

(1) 

(2) 

Thenfis a meromorphic function having simple poles in a 
and in all elementsofZ. Let Cn(n = 1, 2, ... ) be the circles with 
center 0 and radius n + Esuch that the poles offareavoided. 
By showing that 

!~~Lnlf(a)lda = 0, (3) 

we derive 

l: (residues off) = 0, 
which proves Eq. (1). 

Let us first consider case (i) /3 = O. In this case Eq. (3) 
reduces to 

i I I eia'l' I 
lim -- -.-- da = 0 (-1T<.p<1T), 
n~oo C

n 
a - a SIn a1T 

which is easily verified. 
In the cases (ii) and (iii) we may assume without real loss 

of generality that /3 > O. In order to obtain the asymptotic 
behavior off(a), we rewrite Eq. (2) by using the equality 

r (A. + 1 - a/3)F (a/3 - A. ) = 1T csec 1T(a/3 - A. ). 

Then 

f(a) = eia'l' sin 1T~a/3 - A. ) r (a/3 - A. ) 
a - a sm 1Ta r(a/3 + A.' + I) 
_ eia'l' sin 1T(a/3 + A. ') r ( - a/3 - A. ') 

a - a sin 1Ta r( - a/3 + A. + 1) 

If I arga/3I < 1T - E(E> O),r (a/3 - A. )lr (a/3 + A. ' + l)isrep
resented asymptotically by (a/3 ) - " - " ' - 1, If 

larg( - a/3)1 <1T - E, r( - a/3 - A. ')Ir( - a/3 + A. + I) is e
represented asymptotically by ( - a/3 ) - " - " ' - 1, 

When/3 + 1.p11T1 = 1, we have 
leia'l' sin 1T(a/3 - A. )lsin 1Ta I = 0 (1) on Cn , 

n-oo. Hence (3) holds ifRe (A. + A. ' + 1) > O. 
When /3 + 1.p11T1 < lone easily verifies that 

lim i I e,a'l' sin 1T,(a/3 - A.) Ida = 0, 
n~oo Cn a - a SIn 1Ta 

so that (3) holds ifRe (A. + A.' + 1);;;.0. 
Theorem 2: Let aEC,\Z, 

/3iER, A.i' A. ;EC (i = 1, 2, ... ,m). 

Let either 
m 

I Re(A. i + A. ; + 1) > 0, 
;= 1 

or 
m 

I Re(A.i + A.; + 1);;;.0. 
;= 1 

Then 

00 (-lr m 1 
n ~~ 00 -a---n iUl -r-(A.-i-+-1 --n/3-i-)r-(-A.-;-+-l-+-n/3-i-) 

m 1 
= 1T csec 1Ta n -------=-------

i~ 1 r(A.i + 1 - a/3i)r (A.; + 1 + a/3i) 

Proof The proof is similar to that of Theorem 1. We 
define 
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f(a): = 1T csec 1Ta IT 1 , 
a - a i = I F (Ai + 1 - a/3;)F (A; + 1 + a/3i) 

and we are going to prove Eq. (3). Without real loss of gener
alitywe may assume that/3; #O(i = 1, 2, ... ,m). We rearrange 
the /3 ' s so that 

o </3j < 1, j = 1,2, ... ,n; 

- l</3k <0, k = n + 1, ... ,m. 

Then we can rewritefas follows: 

f(a) = 1T(a - a)-I(sin 1Ta)-1 
n 

X II 1T- Isin 1T(a/3j - Aj) 
j= I 

XF(a/3j - Aj)[ F (a/3j +,.1,; + 1)]-1 
m 

X II 1T-
Isin 1T( - a/3k - A ic ) 

k=n+1 

XF( -a/3k -Aic)[F(-a/3k +Ak + 1)]-1. 

From this expression it can be seen that if I arg a I < 1T - € 

(€ > O),/(a) is represented asymptotically by 

f(a)-1T I- m (a - a)-I(sin 1Ta)-1 

X IIsin 1T(a/3j - Aj) sin 1T( - a/3k - A ic ) 
j.k 

X (a/3j) -Aj - A; - I( _ a/3k) -Ak -A k - I. 

IfII/3;I=I/3j - IJ3k = 1, we have 
i j k 

Icsec 1Tall sin 7T(a/3j - Aj) sin 1T( - a/3k - A ic) I 
j.k 

= 0(1), aECn , n~oo. 

If I /3j - LP k < 1, it follows that 
j k 

lim i I csec 1Ta II sin 1T(a/3j - Aj) 
n~", e. a - a j,k 

X sin 1T( - a/3k - A Ie ) I = O. 
Hence 

!~~L"lf(a)1 da = 0 

if either 

II/3il<l, IRe(Ai + A; + 1) >0 
i i 

or 

LI/3il < 1, IRe(Ai +,.1,; + 1»0. 
i i 

Definition: Let f-l, v, ZEC. We define 

1 
li:(z): = 2F I( - v, 1 + v;1 - f-l;! - !z), (4) 

F(I-f-l) 

where the function of the right-hand side is understood to be 
the analytic continuation with respect to f-l in the positive 
integers. Then li:(z) is, for fixed v and z, an entire analytic 
function of f-l(cf. Refs. 2-4). 

When v is an integer, li:(z) is a polynomial in z. When 
VEC,,-Z, li:(z) has a branch cut: ZE( - 00, - 1]. 
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Theorem 3: Let aEC,,-Z; /3ER; A, A " v, v', Z, Z'Ec' 

If 

(i) Rez>O, 
(ii) Re z' > 0, 

and 
(iii) either 

-1</3<1, Re(A +,.1,'» -1, 
or 

- 1 </3< 1, Re(A +,.1, ');;;. - 1; 
then 

n = - 00 

(5) 

When sin 1TV = 0, condition (i) may be omitted. Similarly, 
when sin 1TV' = 0, (ii) may be omitted. 

Proof We shall first prove the theorem under the addi
tional conditions: 

11 + z I < 2, 11 + z'l < 2. 

These conditions can be dropped afterwards by means of 
analytic continuation. Indeed, in the Appendix we shall 
prove that the series in Theorem 3 is uniformly convergent 
when Rez>O, Rez' >0. 

When sin 1TV = 0 or sin 1TV' = 0 the proof is just a sim
ple special case of the general proof of the theorem. 

In analogy with the proof of Theorem 1 we define 

f(a): = 7T(a - a)-Icsec 1Tal'~-A(z)l'v-;-aP-A'(z'). 

Then we have to prove that Eq. (3) holds. With this aim we 
are going to derive a suitable asymptotic estimate off(a) for 
I a I ~ 00. We shall assume that /3 > 0, which means no real 
loss of generality. 

It is well known that 

limlcl~'" 2FI(a,b;c;z) = 1, 

provided that Izl < 1 and larg cl < 1T - € (€ > 0). In view of 
the definition of li: we have 

f(a) = 1T csec (1Ta)(a - a)-I 
F(A + 1- a/3)F(A' + 1 + a/3) 
X 2FI( - v, 1 + v; 1 - a/3 + A; ! - !z) 
X 2F I ( - v', 1 + v'; 1 + a/3 +,.1, ';! - !Z'). 

We rewrite the first hypergeometric function by using for
mula (17) of Ref. 2, p. 141. Substituting 

1TIF(A + l-a/3)=F(a/3-A)sin1T(a/3-A), 

we obtain 

f(a) = (a - a)-I ~I( - v',1 + v';1 + a/3 + A';! - !z') 
X F(a/3 -A - v) F(a/3 + I -A + v) 

F (a/3 + A ' + I) F (a/3 + I - A ) 
X sin ~a/3 - A ) 

Stn1Ta 
X [~tI - v, I + v; a/3 + 1 - A; ! + !Z) 

sin 1TV ( 1 - z )ap -A 

sin 1T(a/3 - A ) I + z 

X 2F I( - v, I + v; a/3+ I-A;! - !Z)). 
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By observing that 

1

1
-

z 
I -- <1, 1!±¥I<I, 

l+z 
I! ± ¥'I < 1, 

one easily obtains a suitable asymptotic representation of 

J(a)forlal--oo, largal<1T-E(E>O) 

f(a)-(a - a)-I(a.8)-A-A'-1 

X [ sin 1T.(a.8 - A.) _ s~n 1TV ( 1 - Z )0/3 - A ] . 
sm 1Ta sm 1Ta 1 + z 

The expression in square brackets is bounded for a on the 
circles Cn , n-- 00, provided I arg a I .;;;; 1T /2. Because of the 
symmetry (A.++A.'; z++z'; a++ - a; a++ - a), a similar fact 
holds mutatis mutandis when larg (- a)I';;;;1T/2.1t follows 
that, for some M, 

IJ(a)I<Mla-al-llal-A-A'-I, aeCn • 

Clearly Eq. (3) holds if Re (A. + A. ' + 1) > O. 
When the second condition of ( iii) holds, the proof of the 

theorem follows by verifying that 

lim f la-al- I 

n--+oo)c" 

X I sin ~a.8 - A. ) - -- -- da=O sin 1TV ( 1 - z) 0/3 - AI 
sm 1Ta sin 1Ta 1 + z 

when - 1 <.8< 1. 

This completes the proof of Theorem 3, except for the 
restrictions on z and z': 11 + z I < 2, 11 + z'l < 2. The series in 
Theorem 3 is uniformly convergent with respect to z and z' if 
Re z > 0, Re z' > O. Since its terms are analytic functions of z 
and of z', as is its sum, it follows by analytic continuation that 
the aforementioned restrictions on z and z' can be removed. 
The proof of the uniform convergence will be given in the 
Appendix. 

3. SOME SPECIAL CASES 

In this section we shall consider some special cases of 
Theorems 1 and 3. 

By taking A. = A. ' = 0 in Theorem 1 we obtain 

n = - 00 

( - Weinrp sin 1Tn.8 1Teiarp sin 1Ta.8 
=-- , 

a - n 1Tn.8 sin 1Ta 1Ta.8 
(6) 

where sin x/x is understood to be 1 when x = O. Clearly, 
when.8 = ± 1 Eq. (6) is valid for q; = 0 only, in conformity 
with condition (ii) of the theorem. 

Taking A. = A. ' = -! we get (using 
r(! + z)r(! - z) = 1T sec 1TZ) 

00 ( _ l)n . 1Teiarp 
L -- emrp cos 1Tn.8 = -.-- cos 1Ta.8, (7) 

n = _ 00 a - n sm 1Ta 

which holds for 1.8 I + 1q;/1T1 < 1. 
By taking, in Theorem 1, q; = 0 and a __ (A. + 1)/.8, we 

obtain 

00 (-W.8 
n = ~ 00 r (A. + 2 - n.8 )r (A. ' + 1 + n.8) = 0, 

(8) 

provided that either - 1 <.8" 1, Re (A. + A. ') > - 1 or 
- 1 <.8 < 1, Re (A. + A. '» - 1. Note that the factor.8 in the 

numerator is necessary for the case.8 = 0 only. 
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Now we shall consider some particular cases of 
Theorem 3. According to the definition of ~ [Eq. (4)], we 
have 

~(z) = (z + 1) -1'/2(Z - lY'/2~~(z), 

where ~~ is Legendre's function of the first kind. Hence, 

~(z)~v-;-I'(z) = ~~(z)~v-;-I'(z). 

By substituting this into Eq. (5) with A. = A. ' = 0 and z = z', 
we get 

f ( - 1)" ~~/3(z)~;. n/3(z) 
n=-oo a-n 

= 1T csec (1Ta)~~(z)~.! a/3(z). (9a) 

In the particular case v' = v this can be rewritten as 

00 (_ l)naE L 2 2 n ~; n/3(z)~~(z) 
n=O a - n 

(9b) 

which is a well-known relation, see, e.g., Refs. 5-8. Here En is 
defined by Eo = 1, En = 2 (n = 1,2, ... ). 

Finally we shall consider Eq. (5) (Theorem 3) in the par
ticularcasewhenA. = A. ' = 0,.8 = l,andv = v' = leN. Then 
we have 

(lOa) 

which holds for all complex z and z'. Since I is a nonnegative 
integer, ~f can be expressed in terms of the Jacobi polyno
mial p) - a,a): 

~f(z)=p)-a,a)(z)F(/+ 1)/r(/-a+ 1). 

The infinite sum in Eq. (lOa) reduces to a finite sum. We get 

± (- 1)" : ,PI - n,n)(z) PIn, - n)(z') 
n= -/ a-n (/-n).(/+n). 

= 1T csec 1Ta P ( - a,a)(z)p (a, - a)(z') 
r(/-a+l)r(/+a+l) / / , 

(lOb) 
which holds for zeC, z'eC, aeC,\Z, leN. 

We have used Eq. (lOb) to obtain a closed expression, in 
terms of hypergeometric functions and elementary func
tions, of the partial-wave projected Coulomb transition op
erator in quantum mechanics. 1 

Finally, we note that T. J. 0sler9 has evaluated a num
ber of sums similar to those in this paper. 
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APPENDIX 

In this appendix we shall prove that the series [cf. Eq. 
(5)] 

n = - 00 

is uniformly convergent with respect to z and z' for Re z > 0, 
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Re z' > 0, under the conditions of Theorem 3. 
By Eq. (4) we have 

~(z) = [F(1 -IL)] -I 2FI( - v,1 + v;1 -IL;! - ¥). 
We rewrite the right member by using,2 p. 141, Eq. (17): 

~(z)= F(v+lL+ 1) 
v 1TF(.u+l) 

XF(.u - v) sin 1T1L[ ~I( - v,1 + v;1 + IL;! + ¥) 

_ sin 1TV ( 1 - Z )11-

sin 1T1L 1 + z 

X 2F1( - v,1 + v;1 + IL;! - ¥)]. (AI) 

We assume first that 0 </3< 1, and we consider the con
vergence of S +, where 

co -I 

S+ = I ... ; s_ = I'''; s=s+ +s_. 
12=0 12=-00 

The discussion for the case - 1 </3 < 0 and for S _ is very 
similar to the present one. 

By using Eq. (AI) we have (we assume here z ~1, <XI)) 
co -I 

S+= I(-It~ 
n=O a - n 
X 2F 1( - v',1 + v';1 + n/3 +A. ';! - V) 
X F(v+n/3-A. + 1)F(n/3-v-A.) 

F(n/3 + A.' + 1)F(n/3 - A. + 1) 
X [sin 1T{n/3 - A. ) 

X 2FI( - v,1 + v;1 + n/3 -A.;! + ¥) 
_ sin 1TV( 1 - Z )nfJ - J. 

l+z 
X 2F 1( - v, 1 + v; 1 + n/3 -A.;! - ¥)]. (A2) 

It is we11 known that for ZEC \ [1, <XI ) 

2FI(a, b; c; z) = 1 + abc-1z + ... , Icl-<XI, 

is an asymptotic expansion provided Re c_ <XI . By using this 
expansion and 

F(z + a)/F(z + /3) = z'" -fJ [1 + O(Z-I)], 

Izl-<XI, largzl <1T, 

it fo11ows from (A2) that we have to prove that 

f (_ltn- 2 -J.-J.' 
n=I 

X [sin 1T{n/3 - A.) - sin 1TV( ~ ~; YfJ-J.] 
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is uniformly convergent with respect to z. 
The first term in square brackets is z-independent. Ac

cording to Theorem 1, the series of these terms is convergent, 
and hence uniformly convergent with respect to z. 

When sin 1TV = 0, the second term vanishes for a11 z. 
Suppose now sin 1TV:;60; we have to prove that 

f ( - 1 tn - 2 - J. - J. '( 1 - Z )nfJ 
n=l l+z 

is uniformly convergent. From Re z > 0 we have 
1(1 - z)l( 1 + z) I < 1. It fo11ows that the sum is absolutely 
convergent and hence uniformly convergent for all 8 
satisfying 

1
1 -z 1<8 < 1. 
l+z 

This completes the proof of the uniform convergence of S + 
for /3 > O. By interchanging z and z', A. and A. " and v and v' it 
easily follows that S _ is uniformly convergent for Re z' > O. 
Finally, the case/3 <0 is obtained by using the new variable 
of summation m = - n. 
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A simple proof of a transformation formula for elliptic integrals 
B. Bassetti, E. Montaldi, and M. Raciti 
!stituto di Scienze Fisiche dell'Universita degli Studi di Milano. Istituto Nazionale di Fisica Nucleare. Sezione 
di Milano. Italy 

(Received 3 August 1982; accepted for publication 3 December 1982) 

A very simple proof of a quadratic transformation formula for elliptic integrals found by Carlson 
in 1977 is given. 

PACS numbers: 02.30. - f 

Elliptic integrals which occur in many physical prob
lems have been the subject ofinteresting investigations in the 
last years. We refer, in particular, to some remarkable papers 
of Carlson 1-3 concerning both the numerical evaluation of 
the integrals and their transformation properties. In this 
context, the formula2 

L" dx[(x + a2 )(x + b 2)(X + e2)(x + d 2)] -1/2 

= 100 

dxl [x + (ab + cd )2] [x + (ae + bd f] 

X [x + (ad + be)2] J -1/2, (1) 

f" dxl [x + (e + ab f] [x + (b + ae)2] [x + (a + be)2] J -1/2 

which is a quadratic transformation from the quartic to the 
cubic case, is of fundamental importance. 

The purpose of the present paper is to give a short deri
vation ofEq. (1) based on a trick which gives a very simple 
answer to the problem, proposed by Carlson2 and solved by 
himself,3 where Eq. (1) is obtained by a change of variable. At 
the same time, the role played by the addition theorem 
emerges in a clear way. 

We can put, without loss of generality, d = 1 in Eq. (1). 
Let's first consider the right-hand side; by introducing the 
new variable t = (a + be)[x + (a + bej2]-1/2, we readily ob
tain 

= -- dt 1 - t 1 - t 2 11 {[ (a2 _b 2)(I_e
2
) 2][ (a2 _e2)(I_b

2
) 2]}-1!2 

a + be 0 (a + bef (a + be)2 

__ 2_ (~~ ~ 2-. (a2 _b 2)(I_e2) (a2_e2)(I_b 2)) 
- a + be FI 2' 2 ' 2 ' 2 ' (a + be)2 ' (a + be)2 ' 

(2) 

where F J is the first Appell's hypergeometric series in two 
variables.4 

On the other hand, the left-hand side ofEq. (1), setting 
t = [(x + a2 )1(x + 1)]1/2, becomes 

100 

dx [(x + I)(x + a2)(x + b 2)(X + e2
)] -1/2 

(3) 

Without loss of generality, we take 0 < a < 1 and 
b, e > a. The case b, e > a > 1 is easily reduced to the previous 
one, performing the change of variable x = a2y. 

Now we consider the problem of finding a function 
r = r(a) such that 

f dt [(1- ut 2 )(1 - vt 2)]-1/2 

f7ja) 
= Jo dr[(I-ur)(I-vr)]-l/z, (4) 

u and v being arbitrary parameters; this just amounts to de
termining a suitable change of variable. 

Equation (4) can be rewritten as 

I 

f dx[(1 - ux2)(1- VX2)]-1/2 

+ Lr dx[(I-ux2)(I-vx2)]-1/2 

= f dx[(1 - ux2)(1 - vx2)] -1/2. 
Recalling that5 

[

"(Z.k) 

z= 0 dx[(I_x2)(I_k 2x2)]-1/2 

and using the addition formula for the Jacobian elliptic func
tion sn(z, k ), we have 

[(1 - a2u)(1 - a2v)] 1/2 - a[(1 - u)(1 - v)] 1/2 
r(a) = 1 _ a2uv 

Since [cf. Eq. (2)] the right-hand side ofEq. (4) can be ex
pressed in terms of the Appell's function F I , we obtain 

r(a)FI(! ' ~ , ~ , ~ ; r(a)u, r(a)v) 

= f dt [(1- ut 2 )(1 - vt 2
)] -1/2. 

If we now choose 

(5) 

(6) 
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b 2 _1 c2 _1 
U= 2 2' V=-2--2' 

b -a c -a 
we immediately recognize that the right-hand sides of Eqs. 
(2) and (3) are equal and thus formula (I) is proved. We also 
remark that some results existing in the literature are noth
ing but particular cases of (4). As a specific example, we 
quote the formula6 

f~ I dX[ (I - I ~ a X2)( I - I ; a X2)] - 112 

= [2(1 +a)]1/2K(a), (7) 

K being the complete elliptic integral of the first kind. To 
obtain (7) it suffices to take a = - I, u = 2a/(1 + a), and 
v = (I + a)/2 in (4); this way the left-hand side of(7) becomes 

equal to (2/(1 + aW/ 2K (2v'a/(1 + a)), and the desired re-

1059 J. Math. Phys., Vol. 24, No.5, May 1983 

suIt follows at once by using a standard quadratic transfor
mation of the hypergeometric function. 7 

We thank D. Zanon for a critical reading of the manu
script. 
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Transcendental Functions (McGraw-Hill, New York, 1953), Vol. I, p. 224, 
Eq. (6) and p. 231, Eq. (5). 

5E. T. Whittaker and G. N. Watson, A Course of Modern Analysis (Cam
bridge University, Cambridge. 1958), pp. 492,496. 

6E. Monta1di, Lett. Nuovo Cimento 30,403 (1981). 
7Reference 4, p. Ill, Eq. (5). 
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Expression for YLM [(r1/\ r2) /\ r3] 
T. A. Antone 
Department of Mathematics, Ahmadu Bello University, Zaria, Nigeria 

(Received 27 May 1981; accepted for publication 3 December 1982) 

The solid harmonicYLM [(r!/\ r2 ) /\ r3 ] is expressed in terms of the spherical harmonics YL M (i\), 
I I 

YLzMz (i2)' and YLJMJ (i3)' The calculation of the coefficients in the given expansion in terms of9 - j 
symbols explicitly justifies the form given by Eq. (1). 

PACS numbers: 02.30.Gp, 03.65. - w 

I. INTRODUCTION 

We express the solid harmonic in the form 

YLM [(r l /\r2 ) /\r3 ] = L A (L I, L 2, L 12, L 3, L )(L I, M!; L 2, M2ILIL2LI2MI2) 
LILzLlzL,LMIMz 

(1 ) 

where the coefficients A (L I' L 2, L 12> L 3, L ) are independent of the quantum numbers M I, M2, M3 as well as the angles in
volved. We find that these coefficients are expressed in terms of the 9 - j symbols as 

(
2L + 1)1/2. {LI 

A (L I, L 2, Lw L 3, L) = (- I)L, 12 L (- WK(s, t,j, L I, L 2, L 3, L) s 
2L + 1 stj L _ j j 

wherej, s, and t take the values 

j=L,L-l,L-2, ... ,0, s=j,j-2,j-4, ... ,I or 0, t=L-j,L-j-2,L-j-4, ... ,1 or 0, 

and 

K (s, t,j, L I, L , L ,L) = 41T(r r r )L( (2LI + I)(2L2 + I)(2L3 + 1)(2L )! )112 
2 3 I 2 3 (2j)!(2L _ 2j)! 

X 2( 112I1s+ t
-

LI(2L+I)(2s+I)(2t+I)j!(L_j)! (s L-j LI)(t 

[! (j - s) 1 ! [! (L - j - t )]!(j + s + 1 )!!(L - j + t + I)!! 0 0 0 0 

I 

j 

o 

and Eq. (3.7.17) in the form 

s L3) o 0 . 

(2) 

(3) 

"" CALCULATION OF THE COEFFICIENTS 
A(L,. L2• L12• L3• L) 

The solid harmonicYkq(a + b) is expressed by Eq. 
(12.41) in Talman! in terms of the spherical harmonics 
Ypql (a) and Yk _ p.q _ ql ('b) as 

k-p 

o 
k) = (_ I)k k! ((2k - 2P)!(2P)!)I12. 
o p!(k - p)! (2k + I)! 

( 
41T(2k )! )1/2 

X (2p + I)!(2k - 2p + I)! 
k-p 

q-ql 

where in Edmonds2 we have used Eq. (3.7.3) relating the 
Clebsch-Gordan coefficients to the 3 - j symbols in the 
form 

(jl' m l;j2m 2Ijlj2j3m 3) 

(4) 

(5) 

(6) 

We now write our solid harmonic ofEq. (1) as 

YLM[(r l /\r2)/\r3 l =YLM[(r l"r3)r2 - (r3"r2)rd =ZLM 

and use Eq. (4) to write it as 

jm 

( 
41T(2L )! )1/2 

X (2j + I)!(2L - 2j + I)! 

X (1m' L -j L ) 
M-m -M 

X ~m(r2)YL -j.M _ m(i l )· (7) 

But 
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2(1I2)(s - 'J' 
l(rlor3)r2Ij = (r l r2r3)j COS

j 
OJ3 = 41T{rl r2r3)j ~ [! (j _ S)]!(j + ~ + I)!! Y! (rIlYsu (r3) , 

wheres =j,j - 2,j - 4, ... ,1 or 0 and lul<s. 
With a similar expression for l(r3or2)rIIL -j, we write Eq. (7) as 

Z - 16r(2L I)(r r r)L '" (_ I)j+ M( 417'(2L )! )112 
LM - + I 2 3 j,f;t"v (2j + 1)!(2L _ 2j + I)! 

2(1I2)(s+ 1- LJ !(L _ j)! (j L - j 

X [!(j-s)]!l!(L-j-t)]!(j+s+ I)!!(L-j+t+ I)!! m M-m 

X Y:u(rl)YL -j.M _ m (i\)YlV(r2)ljm(r2)Y~(r3)YsU (r3) , 

where t = L - j, L - j - 2, L - j - 4, ... ,1 or 0 and Ivl <t. 
Using Eq. (4.6.5) in Edmonds2 in the form 

lj,m, (r)lj2m2(r) = .L (- ltJC2j1 + I)(2j~+ I)(2j3 + 1))112 
13mJ 17' 

we write Eq. (8) as 

ZLM = L (- l)j+u+ vK(s, t,j, L I, L 2, L 3, L) ( S 
stuvjmL.L2LJ,M.M2 - U 

L-j 

M-m 

X e ~ -~J ( -: : -~J ( ~ ~ --} m ~ M) 

(8) 

(9) 

X YL,M,(rl)YL2M2(r2)YLJMJ(r3)' (10) 

where K (s, t,j, L I, L 2, L 3, L ) is given by Eq. (3). Equation (10) shows that the coefficients of the spherical harmonics vanish 
unless u = M - m - M I, v = M2 - m and the values (s + L - j + L I), (t + j + L 2), and (t + s + L 3) are even integers. 

Using a relation between the 3 - j and 9 - j symbols given by de-Shalie in the form 

~ (-: ~--}m -~)(: ~ -~)e -: ~J(~ ~--}m -~) 

{

LI L2 

X s t 

L-j j 

we write Eq. (10) as 

ZLM = L (- I)HMJ +L, +L2+L 12(2L 12 + 1)K(s, t,j, L I, L 2, L 3, L) 
SljL,L2L'2LJM,M2 

X YL,M, (rIl YL2M2 (r2) YLJMJ (r3) • 

Comparing Eqs. (1) and (12), we arrive at the required result given by Eq. (2), noting Eq. (5). 

'J. D. Talman, Special FunctiollS (Benjamin, New York, 19681. 
2 A. R. Edmonds, Angular Momentum in Quantum Mechanics (Princeton 

University, Princeton, NJ, 19601. 
3A. de-Shalit, Phys. Rev. 91,1479 (19531. 
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Superposition principles for matrix Riccati equations8
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Quebec, Canada H3C 317 
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Department of Physics and Astronomy, University of Georgia, Athens, Georgia 30602 

(Received 18 August 1981; accepted for publication 2 April 1982) 

A superposition rule is obtained for the matrix Riccati equation (MRE) 
W = A + WB + CW + WDW [where WIt ),A (t),B(t), Crt), andD (t) are real n Xn matrices], 
expressing the general solution in terms of five known solutions for all n>2. The symplectic MRE 
(W = WI', A = AT, D = D T, C = BT) is treated separately, and a superposition rule is derived 
involving only four known solutions. For the "unitary" and GL(n,R) subcases (with D = A and 
C = B T

, or D = - A and C = B T
, respectively), superposition rules are obtained involving only 

two solutions. The derivation of these results is based upon an interpretation of the MRE in terms 
of the action of the groups SL(2n,R), SP(2n,R), Urn), and GL(n,R) on the Grassman manifold 
Gn(R2n ). 

PACS numbers: 02.30.Hq 

I. INTRODUCTION 

The main purpose of this paper is to derive superposi
tion rules for the matrix Riccati equation (MRE) 

WIt) =A + WB + CW + WDW, (Ll) 

where W(t) is a rectangular n Xk matrix function oftERand 
A, B, C, and D are given, t-dependent coefficient matrices of 
dimension nXk, k Xk, nXn, and k Xn, respectively. This 
work is part of a general program 1-3 involving the study of 
systems of ordinary nonlinear differential equations for 
which superposition rules exist; that is, for which it is possi
ble to express the general solution in terms of a finite number 
of particular solutions. 

In a previous work,3 it was shown how such superposi
tion principles could be derived for certain systems of first
order ODE's satisfying a group theoretical characterization 
due to Lie.4 Geometrically, such equations describe the 
flows of time-dependent vector fields induced by an infinite
simal group action. The superposition rule derives from the 
fact that these flows lie within the individual group orbits. 
Two classes of examples for which such superposition prin
ciples were obtained 1-3 consist of the coupled Riccati equa
tions characterized by the infinitesimal projective transfor
mations expressed in affine coordinates and by 
pseudoorthogonal transformations acting conformally on 
certain projective quadrics. These were referred to as vector 
Riccati equations of the projective and conformal type, re
spectively. 

In Sec. II we show that Eq. (1. 1) also satisfies Lie' schar
acterization, with the underlying infinitesimal group action 
that ofSL(n + k,R) on the Grassman manifold Gk (Rn + k ) of 
k planes in Rn + k • For k = 1, the space becomes RP" , and 
Eq. (1.1) reduces to the projective Riccati equation. 

Another case of particular interest is k = n, for which 
the MRE ( 1.1) involves n X n square matrices only. This case 

aj Work supported in part by the Natural Sciences and Research Council of 
Canada and the Fonds FCAC pour l'aide et soutien a la recherche. 

is treated in detail by two different methods in Sec III, where 
it is shown how a superposition principle may be derived for 
arbitrary n>2, expressing the general solution in terms of 
only five known solutions, chosen arbitrarily up to certain 
specified independence conditions. The admissible initial 
conditions for these five solutions form a dense set in the 
Cartesian product [Gn (R2n)p. A simple characterization is 
given for such generic sets, and two algorithms leading to the 
superposition law are presented, one of them providing an 
explicit formula. 

Section IV is devoted to certain special cases of the 
square matrix Riccati equation. We first assume that the 
matrices in (1.1) satisfy 

W=WI', A=AT, D=DT
, BT=C, (1.2) 

which define "symplectic Riccati equations," related to the 
minimal orbit ofthe subgroup Sp(2n,R) C SL(2n,R). The gen
eral solution, respecting the condition W = wr, can be ex
pressed in terms of only four solutions. Under further re
strictions on the coefficients in (1.1), we obtain Riccati 
equations related to the group U(n)CSp(2n,R) and 
GL(n,R)CSp(2n,R) for which two known solutions suffice. 

Such symplectic Riccati equations have an interesting 
relationship to classical mechanics since they involve infini
tesimal symplectic transformations acting upon the Lagran
gian subspaces of a symplectic vector space.5

,6 They arise in 
particular in the Hamiltonian formulation of the optimal 
control problem with a linear system and quadratic cost 
functional. 7 For other numerous applications of matrix Ric
cati equations as well as a survey of the existing theory and 
references to the original literature, see Ref. 8. 

II. MATRIX RICCATI EQUATIONS 

The homogeneous coordinates for a pointpEGk (Rn + k) 

are given by the components of a [(k + n) X k ]-dimensional 
matrix: 

(J' XERnx
\ YER

k X\ 
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whose columns span the k plane definingp. The pointp is 
thus identified with the equivalence class [(})] under the 
relation: 

(0-(~~' GeGL(k,R), (2.1) 

identifying different bases for the same space. The action of 
an element 

g = (~ ~ESL(k + n,R), detg = 1 (2.2) 

upon G k (Rn + k ) is obtained by the projection 1T:(~)- [ (~) ] 
from the linear action: 

(2.3) 

On the affine subspace defined by detY #0 we may define 
coordinates 

W = Xy-1ERnXk
, (2.4) 

in terms of which this action is given by the matrix linear 
fractional transformations: 

g:W-W' = (MW + N)(PW + Q)-l. (2.5) 

The infinitesimal group action is given by the homo
morphism 

(,6:sl(n + k,R)-~(Gn (Rn + k)) 

from the Lie algebra sl(n + k,R) to the algebra of smooth 
vector fields on Gn (Rn + k) defined by 

SEsl(n + k,R), fEC'xo (Gn (Rn + k I). 
Expressed in affine coordinates, the image of 

AERnxk, BERk Xk, 

CERnxn, DERk xn, trC - trB = 0 

is the vector field 

(,6 (5) = - (Aap + WavByp + CafJ WfJp 
a + WavDvfJ WfJp) --. 

aWap 

For a given curve in sl(n + k,R) 

( 
Cit) 

s(t) = -D(t) 
A (t)) 

-B(t) , 

(2.6) 

(2.7) 

(2.8) 

(2.9) 

Eq. (1.1) defines the flow of the time-dependent vector field 
(,6 (S (t)). The general solution is therefore of the form 

Wit) = [M(t )Wo + N(t)][P(t )Wo + Q(t)]-l, (2.10) 

where the curve in the group SL(n + k,R) 

(
M(t) 

g(t) = Pit) 
N(t)) 
Q(t) , 

(2.11) 

M(t )ERnxn, N(t )ERnXk, Pit )ERk xn, Q (t )ERk Xk, 

is the unique solution to 
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(X ~) = (-~ -:) (~ ;) 
(2.12) 

for some arbitrarily fixed initial condition 

(2.13) 

and WoERnxk is a constant matrix determined by the initial 
condition for W(t). 

Equivalently, we may consider the linear action of 
sl(n + k,R) on Rln + k I x k and the corresponding differential 
equation: 

(
X(t)) (C(t) A(t)) (X(t)) (2.14) 
:fit) - -D(t) -B(t) Y(t)' 

X(t)ERnx
\ Y(t)ERkXk. 

All solutions to Eq. (1.1) may be obtained by regarding (~I: I) 
as the homogeneous coordinates for a curve in Gk (Rn + k ), 

with affine coordinates 

Wit) =X(t)y-l(t), (2.15) 

defined whenever Y(t) is nonsingular. 
The determination of a superposition rule for Eq. (1.1) 

amounts to finding the group element g(t ) entering in Eq. 
(2.10), up to a coset in the isotropy group of Wo, by "solving" 
the corresponding relations for I M,N,P,Q J in terms of a suf
ficient number of known solutions I Wi (t )). 

To summarize, the matrix Riccati equation (1.1) for rec
tangular matrices WERn x k is associated with the Lie algebra 
sl(n + k,R). All solutions to (Ll) can be obtained by solving 
the linear equations (2.14) for X(t) and Y(t); the solutions of 
the MRE (1.1) are then given by (2.15). A superposition prin
ciple is obtained from Eq. (2.10), once M, N, P, and Q are 
determined in terms of a sufficient number of known solu
tions to the MRE. This can be done for arbitrary k and n, 
following methods developed earlier. 3 

The most interesting case is that of square matrix Ric
cati equations (k = n), which is treated in detail in the next 
section. 

III. SUPERPOSITION PRINCIPLES FOR SQUARE 
MATRIX RICCATI EQUATIONS 

We now restrict ourselves to the square MRE, i.e., Eqs. 
(Ll) for n = k: 

W(t), A (t), B (t), C(t), D (t )EIR"xn. (3.1) 

We shall first establish that the number of solutions needed 
for the superposition formula is five (for any n;;.2) and spe
cify the restrictions imposed on these five solutions (or their 
initial conditions). We shall call any set offive solutions satis
fying the established conditions afundamental set of solu
tions for the MRE. Next, we use three of the solutions be
longing to the fundamental set to reduce the MRE to a par
ticularly simple linear matrix equation for the matrix anhar
monic ratio of four solutions, 

R = (W2 - W3)-I(W3 - Wt!(WI - W)-I(W - W2). 
(3.2) 

Finally we derive two different forms of the superposition 
formula, expressing the general solution W (t ) of the MRE in 
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terms of five generically chosen particular solutions (the fun
damental set). 

A. The fundamental set of solutions 

Following the general procedure outlined elsewhere, 2,3 
we write the solution of the MRE (1.1) in the form 

WIt) = (MU + N)(PU + Q)-I (3.3) 

where UERn x n is a constant matrix. The group-valued func
tion 

(
M(t) 

g(t)= PIt) 
N(t)) nXn 
Q (t) ESL(2n,R), M,N,P,QER , 

(3.4) 

must be determined in terms of a finite number m of known 
solutions. The group elementg(t) satisfies the system of lin
ear equations (2.12) for arbitrarily chosen initial conditions 
(2.13) andA,B,C,D now have values in R nxn . This arbitrari
ness amounts to the fact that the matrix g(t ) can at any stage 
be replaced by g(t )go- I, where go is an arbitrary constant 
matrix and Uis redefined accordingly. The matrix Uin (3.3) 
together with the choice of initial condition g(to) will deter
mine the initial conditions for the solution WIt )fort = to. We 
will not necessarily impose 

. (M(to) W(to) = U, i.e., g(to) = 
P(to) 

N (to)) = (I 10) 
Q(to) ° 

(3.5) 

we can transform U I, U2, and U3 to the "standard" form 

U~-oo, U~=O, U~=I (3.10) 

(U~ - 00 should be interpreted as a point on the Grassman
nian with homogeneous coordinates X = I, Y = 0). With no 
loss of generality, we can assume that the solutions WI(t), 
W2(t ), and W3(t ) correspond to the initial condition matrices 
(3.10), since the transformation matrix (3.9) is absorbed into 
the definition of g(t). 

The stabilizers in SL(2n,R) of U~, of the pair U~ and 
U~ and of the triplet U~, U~, and U~ are, respectively, 

I (M 
Go = ° N) 2 (M 

Q ' Go = ° ~), G~=(~ ~). 
(3.11) 

Notice that, when expressed in terms of affine coordinates, 
Won the Grassmannian the group G ~ ~ [SL(n,R) ® SL(n,R) 
® RI] ~ R nxn has a linear affine (inhomogeneous) action, 
G ~ ~ SL(n,R) ® SL(n,R) ® Ria linear homogeneous action, 
and G ~ ~ SL(n,R) ® Z 2 acts linearly and by conjugation. For 
example if gEG 6 (2.5) reduces to 

W' = QWQ -I. (3.12) 

According to the general group-theoretical method,2,3 
knowledge of a given set of solutions permits the reduction of 
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but rather make full use of the liberty in the choice of g(to)' 
We shall, however, call U the "initial condition matrix." 

The number of solutions m in the fundamental set is 
determined as the lowest number for which the SL(2n,R) 
action (2.5) on the Cartesian product [Gn (R2n)]m ofm Grass
manians is free (except possibly on some singular orbits of 
lower dimension). The joint stabilizer G;;' C SL(2n,R) of the 
m initial condition matrices UI, ... ,Um should thus bejust the 
identity transformation. That is, the equations 

U j = (MOUj + No)(PoUj + QO)-I, i = 1,2, ... ,m, (3.6) 

where U j , M o, No, Po, and Qo are constant n X n real matri
ces, should imply 

~), IlER. (3.7) 

We shall now take five initial condition matrices 
U1"",U5 and transform them into a convenient standard 
form by a constant matrix linear fractional transformation 
[making use of the arbitrariness in the initial conditions for 
g(t I], 

Let us start with three matrices satisfying 

det(Uj - Ud'fO, i,k = 1,2,3. (3.8) 

By a matrix linear fractional transformation with constant 
coefficients 

(3.9) 

the underlying equations to the type associated with the sta
bilizer of their initial conditions. In the present case, one, 
two, or three known solutions, therefore, make it possible to 
reduce the MRE to a linear inhomogeneous equation, a lin
ear homogeneous equation, or a commutator type linear ho
mogeneous equation, respectively (see below), 

In the special case of n = 1, G ~ already represents the 
identity transformation; hence three solutions suffice to ex" 
press the general solution of the ordinary Riccati equation in 
closed form. For n;;;.2 we must further reduce the stabilizer 
by adding more solutions. Since G ~ acts as in (3.12), the 
additional solutions must be such that the equations 

Ua=goUago-l, goEG~, a=4,5 (3.13) 

should imply G = III (IlER). It is well known (Schur's 
lemma9

,1O) that over an algebraically closed field two matri
ces, U4 and Us, would suffice in (3.13) to imply G = III if and 
only if they have no common irreducible invariant sub
spaces. Over the field of real numbers the situation is slightly 
more complicated; however, two generically chosen matri
ces will still suffice to reduce go in (3.13) to the identity trans
formation. Indeed, assume that U4 has all eigenvalues differ
ent, n 1 of them real and n2 complex conjugate pairs. We can 
use the stabilizer G ~ of U~, U~, and U~ to reduce U4 to its 
Jordan canonical form, in this case 
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Us -4-
an.+ 1 bn.+ 1 

- bn• + I an. + I 

A.jJaob;ER, b; > 0, n l + 2n2 = n. 

Without loss of generality we assume that UI, ... , U4 are in the 
form (3.10) and (3.14) and again absorb the constant matrix 
simultaneously transforming U; into U~ (i = 1, ... ,4) into the 
initial conditions for g(t). The simultaneous stabilizer of 
U~, ... ,U~ is 

(3.15) 

where Q D is any block diagonal matrix of the same structure 
as U~ in (3.14). 

Finally, let Us have no common irreducible invariant 
subspaces with U~. This condition can be described simply 
in terms of graph theory. The irreducible invariant sub
spaces of U~ are clearly all one- or two-dimensional. Let us 
associate a point P; (i = 1, ... ,n l + n2 ) with each invariant 
subspace of U~ and introduce an edge (P;Pk ) whenever the 
matrix Us connects the subspaces i,k. If the obtained graph is 
a connected one, then Us and U~ have no common irreduci
ble invariant subspaces, and Eqs. (3.13) will together imply 
that G = A.!. 

Let us summarize the results and make some com
ments. 

(1) The subgroup of SL(2n,R), leaving the five initial 
condition matrices UI, ... ,Us specified above invariant, is the 
identity group. The group element (3.4) can be reconstructed 
from the knowledge of five such solutions (for n>2) since 
formula (2.5) can be interpreted as an SL(2n,R) transforma
tion, taking the five initial conditions into the five solutions 
at some t (in a neighborhood of t = to). 

(2) The five solutions contained in a "fundamental" set 
of solutions can be generically chosen, i.e., their initial data 
are arbitrary, except for the followng conditions (which de
fine an open, dense set): 

(i) det(Uk - UI)#O, k = 2, ... ,5, det(U2 - U3 )#0. 
(ii) For the initial conditions in (3.3) and (3.4) 

arranged as in Eq. (3.10), all 
eigenvalues of U4 are distinct. (3. 16a) 

(iii) Us does not leave any nontrivial irreducible 
invariant subspaces of U4 invariant. 

Conditions (3. 16a) can be reformulated as follows in 
terms of the solutions { WI(t ), ... , Ws(t)} related to { UI,· .. ,Us J 
by Eq. (3.3): 

1065 

(i) det(Wk - Wtl#O, det(W2 - W3 )#0, k = 2, ... ,5. 
(ii) All eigenvalues of the matrix anharmonic ratio 
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R4 = (W2 - W3)-I(W3 - WI)(Wl - W4)-1 

X (W4 - W2) 

and distinct. 
(iii) The anharmonic ratio 

(3.14) 

(3.16b) 

RS=(W2 - W3)-I(W3 - Wtl(Wl - WS)-I(WS - W2) 

regarded as a linear map leaves none of the 
irreducible invariant subspaces of R4 invariant. 
In fact, by continuity, it is sufficient for these conditions 

to hold for some initial value of t, say t = to. 
In order to show that conditions (i) in Eqs. (3.16a) and 

(3.16b) are equivalent; note that any linear fractional trans
formation may be obtained by a composition of ones of the 
type: 

U-+A UB (A,B nonsingular) (left and right linear 
transformation), 

U-+U + C (translation), 

U-+U - I (inversion). 

Each of these transformations applied to a pair of matrices 
U, V leaves the property 

det(U - V)#O 

invariant (assuming, of course, that inversion is well-de
fined). Therefore since { WI(t ), ... , Ws(t) J are related to 
{UI,,,USJ by the linear fractional transformation (3.3), the 
relations (i) in (3.16a) and (3.16b) are equivalent. The equiv
alence of(ii) and (iii) in (3.16a) and (3.16b) is shown in the 
following section. 

The conditions (3.16) playa role analogous to the condi
tion oflinear independence for solutions oflinear differential 
equations. With no loss of generality we can take UI , ... , U4 in 
the "standard" form (3.10) and (3.14). 

(3) The group SL(2n,R) acts freely on a fundamental set 
of five solutions. If one more solution is added, it is possible 
to form n2 independent SL(2n,R) invariants out of these six 
solutions of the MRE. These invariants are constant in t, and 
they thus implicitly determine the sixth solution in terms of 
the original five. 

B. Reduction of SL(2n,R) group action to SL(n,R) 
conjugacy and the matrix anharmonic ratio 

We shall now show explicitly how the use of just three 
known solutions WI(t), W2(t), and W3(t) with initial condi
tions satisfying (3.8) reduces the problem of reconstructing 
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the SL(2n,R) group element (3.4) to that of reconstructing 
the SL(n,R) element 

(
Q(t) 0) 

g = 0 Q (t) ESL(n,R). (3.17) 

Because of the freedom of choice of initial conditions in 
(2.12), we can assume the initial data matrices to be in the 
form (3.10). Substituting U~, U~, and U~ successively into 
the relation (3.3), we obtain 

WI =MP-', Wz=NQ-', W3= (M +N)(P+Q)-'. 

(3.18) 

Solving for M, N, and P in terms of W" Wz, W3, and Q, and 
substituting back into (3.3), we obtain 

W= [WI(W3 - WIl-'(WZ - W3)QU + WzQ] 

X[(W3 - Wrl(Wz - W3)QU + Q]-I. (3.19) 

Formula (3.19) expresses the general solution W in terms of 
three particular solutions and one unknown matrix 
QESL(n,R). From (3.19) we can express QUQ - I in terms of 
W, WI' Wz, and W3. We use the "matrix anharmonic ratio" 
R introduced in (3.2), and from (3.19) we have 

R = QUQ -I. (3.20) 

We have thus obtained the known result8 that the matrix 
anharmonic ratio R is conjugate to a constant matrix U. This 
result is a consequence of the fact that the isotropy group G 6 
[(3.11)] acts by conjugation on the initial data, and we have 
thus put the result (3.20) into a group-theoretical context. 

The conditions (3.8) imposed on the initial condition 
matrices ensure that, provided the coefficients A, B, C, and D 
in the MRE (1.1) are sufficiently regular, the inverses 
(Wz - W3)-' and(W3 - W,)-'in(3.2)and(3.19)existat 
least within some neighborhood of t = to' The equivalence of 
(ii) and (iii) in Eqs. (3.16a) to those in (3.16b) follows from Eq. 
(3.20), since conjugation preserves the eigenvalues and the 
property that a pair of matrices have no irreducible invariant 
subspaces in common. 

The anharmonic ratio R is defined for solutions W satis
fying 

det(W - WIlofO. (3.21) 

If this condition is not observed, but we have 

det( W - Wz) of 0, 

then we can use a different anharmonic ratio 

R = (W - WZ)-I(WI - W)(W3 - WIl- ' 
X(Wz - W3) = QVQ -I. 

If both Rand R exist, then we have 

(3.22) 

(3.23) 

R=R- ' , V=U- I. (3.24) 

For n = 1 the MRE reduces to the ordinary Riccati equation 
and the matrix anharmonic ratio becomes the ordinary an
harmonic ratio. The quantities W, R, and U are then all 
scalars, and (3.20) simply states that the anharmonic ratio of 
four solutions of the Riccati equations is a constant. For n;;.2 
we must still determine the conjugating matrix Q, i.e., recon
struct the SL(n,R) group element Q acting as in (3.20). 

Note that (3.19) and (3.20) were derived by a partial 
reconstruction of the SL(2n,R) group element. Let us reder-
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ive these formulas by a different procedure, namely lineariz
ing the MRE. In the process we establish further properties 
ofthe matrix anharmonic ratio. Let WI' W2, and W3 again be 
three solutions of the MRE (1.1) satisfying (locally) the con
ditions det(W; - W k )ofO, i = 1,2,3. 

Perform a matrix fractional linear transformation from 
W to a new variable S putting 

S=(W- W2 )-I. (3.25) 

If Wand W2 satisfy the MRE (1.1), we find that S satisfies a 
linear inhomogeneous equation of the type corresponding to 
the stabilizer of one initial condition 

S= -BS-SC-D, 

B=B+DW2' C=C+ W2D. 

A second transformation 

(3.26) 

(3.27) 

T=S-S, = (W2 - W)-I(W- Wd(W, - W2)-1 
(3.28) 

introduces the variable T satisfying a linear homogeneous 
equation, corresponding to the stabilizer of two initial condi-
tions: 

T= -BT- TC (3.29) 

[SI is a solution of (3.26), W, WI' and W2 solutions of the 
MRE (1.1)]. 

Finally, use the third particular solution W3 of(1.1), or 
equivalently, a particular solution T3 of (3.29) to put 

R = T3T- I = (W2 - W3)-I(W3 - WIl 
X(WI - W)-I(W - W2 ). (3.30) 

We have again arrived at the matrix anharmonic ratio R; 
from (3.29) and (3.30) we find that R satisfies a linear com
mutation type equation, corresponding to the stabilizer of 
three initial values: 

R = [R,B]. (3.31) 

The solution R of (3.31) can be written in the form (3.20), 
where UERnxn is an arbitrary constant matrix [the same as 
in (3.19) and (3.20)] related to the initial conditions for the 
general solution W of the MRE, or, equivalently, to the ini
tial conditions for the anharmonic ratio of the four solutions 
W, W" W2, and W3. Equation (3.31) implies that the matrix 
Q in (3.19) and (3.20) must satisfy the simple linear equation 

Q = - BQ, Q (0) = Qo (3.32) 

(for some initial condition Qo). Equation (3.32) can of course 
be solved numerically and in some cases analytically. 11 We 
are, however, after a superposition law and shall hence ex
press Q (or R) in terms of two more solutions ofthe MRE 
(1.1). 

Let us make a comment on the group theoretical signifi
cance of the matrix anharmonic ratio R. For n = 1, R is the 
SL(2,R) group invariant, the existence of which is guaran
teed by the fact that the isotropy subgroup of SL(2,R) for 
three different points is the identity. For n;;.2 the group in
variant is not R itself but rather U = Q -IRQ, where Q in
volves two more solutions. The existence of this n2-dimen
sional invariant, depending on six solutions is guaranteed by 
the fact that the isotropy subgroup of SL(2n,R) leaving five 
points invariant is the identity subgroup. From R itself we 
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may form the elementary trace invariants {TrR; }; = I, ... ,n , 

which in view of(3.31) or (3.20) remain constant in t, but for 
n>2 the number is not large enough to be used to determine 
Win terms of I W I'W2'W3 } alone. 

c. The superposition formula 
1. Reconstruction of the SL(n,R) group element Q 

For n>2, assume that two more solutions W4 and Ws of 
the MRE (1.1) are known and such that the matrices R4 and 
Rs satisfy the conditions (3.16b) (ii) and (iii). Since these are of 
the form 

Ra = QUa Q -I, a = 4,5, (3.33) 

for some constant "initial vaue" matrices U4, Us, with Q 
arbitrary up to a constant matrix multiplier on the right, we 
may, without loss of generality, assume U4 is the Jordan 
normal form of R4 and, hence, after choosing some ordering 
of the eigenspaces, is of the form U~ ofEq. (3.14). We may 
thus write Q (t ) in the form 

Q(t) = Qo(t)Qo(t), (3.34) 

where Qo is in the stabilizer of U~ and QoEGL(n,JR) is now 
determined from (3.20), 

(3.35) 

as being any matrix which reduces R4(t ) to its Jordan canoni
cal form U ~. The columns of Qo(t ) are vectors spanning the 
irreducible invariant subspaces of R4(t ). The first n I columns, 
corresponding to the real eigenvalues A; are determined 
uniquely, up to normalization, as the real eigenvectors q; (t) 
of R4(t). The remaining 2n2 columns correspond to two-di
mensional invariant subspaces, one for each complex conju
gate pair of eigenvalues (ak ± ibk ). An arbitrary basis can be 
chosen in each invariant subspace, e.g., by taking the real 
and imaginary part of each complex eigenvector r k ± iPk . 
The entire ambiguity in Qo is absorbed in the as-yet unknown 
matrix Q o' Thus Qo can be chosen to be 

Qo = (ql, ... ,qn. ,r n, + I ,Pn, + I , .. ,r n, + n. ,Pn. + n.J. (3.36) 

Finally we use the last solution Ws and the corresponding Rs 
to calcuate the n I + 2n2 independent real entries in Q 0 from 
the system of linear algebraic equations 

(Qo-IRS(t)Qo)Qo =QoUs, (3.37) 

where Us is defined to be the value of Q 0- IRS(to)Qo at some 
arbitrarily chosen initial time t = to This determines Q 0 and 
hence Q uniquely (up to an immaterial scalar multiplier). 

Finally the superposition formula is obtained in one of 
two forms 

W= [WI(W3 - WI)-I(W2 - W 3 )QU + W 2Q] 

X[(W3 - WI)-I(W2 - W3 )QU+Qr l (3.38a) 

= [W2QV + W I(W3 - W 1)-I(W2 - W 3 )Q] 

X[QV+(W3 - W 1)-I(W2 - W3)Qr 1
, (3.38b) 

where Q is completely specified as Q = QoQo by (3.36) and 
(3.37) The formulas (3.38a) and (3.38b) are equivalent if 
detU #0, detV :f0; then we have U = V-I. 

We emphasize that we are dealing with the generic situ
ation and that the fundamental set of solutions WI'"'' Ws 
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consists of five arbitrary solutions satisfying (3.16). [The ini
tial conditions W; (to) (i = 1, ... ,5) do not have to be chosen in 
the standard forms (3.10) and (3.14) which we have been us
ing purely for convenience.] 

2. Superposition formula for matrix anharmonic ratios 

The matrix anharmonic ratio R satisfies Eq. (3.31). The 
solutions of this equation, in addition to forming a linear 
space, also form an associative algebra under matrix multi
plication. Indeed, the commutator character of this equation 
assures that the product of two (or more) solutions is again a 
solution. It follows that not only can we write a linear super
position formula 

n' 

R= L c;R;, (3.39) 
i= 1 

involving n2 linearly independent solutions, but that we can 
generate n21inearJy independent solutions of(3.31) as poly
nomials in terms of a small n umber of generators of the asso
ciative algebra. As a matter offact, two appropriately chosen 
solutions R4 and R s of (3.31) will suffice. In terms of the 
initial data U4 and Us we have 

(3.40) 

and 

(3.41) 

If U4 and Us generate polynomially the entire algebra of 
matrices UEJRn x n , i.e., n2linearly independent initial condi
tions, then R4(t ) and Rs(t ) will generate polynomially the en
tire associative algebra of solutions of (3.31). 

The necessary and sufficient conditions for U4 and Us to 
generate the entire algebra of matrices in JRnXn are that9

•
10 

(1) R4 and Rs have no common invariant irreducible 
subspaces. 

(2) The only matrices simultaneously commuting with 
R4 and Rs are multiples of the identity. (This second condi
tion would be a consequence of the first for an algebraically 
closed field, but we are working over the field of real 
numbers.) 

It is sufficient to verify that these two conditions be 
satisfied for some specific value of t, say t = to. To proceed 
further, consider the generic case when one of the matrix 
anharmonic ratios, say R 4 , has n different non vanishing ei
genvalues, so that U4 can be chosen as its Jordan canonical 
form U~ of(3.14). The powers U~, (U~ )2, ... ,( u~)n are linear
ly independent, and linear combinations of them provide us 
with the n matrices 

E1, .. ·,En., Sn. + I ,,,,,Sn. + n,' I n• + I , .. ·,In , + n.' (3.42) 

where 

(Eo);k = Oo/>ak' (Sa ltk = O;aOka + 0ia + I Oka + P 

(Ja );k = O;aOka + I - O;a + I Oka' 

l;;;;a;;;;nl' n l + 1;;;;a;;;;n1 +n2, i,k= l, ... ,n l +2n2' 
(3.43) 

The matrix Rs must be chosen so as to satisfy the above 
conditions (1) and (2). This can be assured by requiring that, 
in the basis whereR4(to) = U~, the matrix Rs(to)=Us has the 
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property that its nonzero entries define the arcs of a strongly 
connected oriented graph [we introduce an arc from the 
pointPi tOPk if(Us)ki :;f0]. An example of such a Us and its 
graph is 

• 
o 
• 
o 

o 
o 
o 
• 

(3.44) 

The graph is (3.44) is strongly connected as an oriented 
graph, since we can move from any point to any point follow
ing the arrows. Note that this is a stronger requirement than 
that imposed on Us in the previous subsection, where the 
graph had to be connected, without regard to orientation. 

Let Rs(to) in the appropriate basis correspond to a 
strongly connected oriented graph and introduce the nota
tion Mit i = 1, ... ,n 1 + 2n2, for the matrices in (3.42). Then 
the matrices 

Xik = MiUsMk' l..;i,k..;n l +2n2 

will be linearly independent and span Rnxn if 

Xik #0, l..;i,k..;n l + 2n2. 

(3.45) 

(3.46) 

More generally, letXab = o and letajlj2"'j/b beapermissi
ble path from a to b on the oriented graph corresponding to 
Us. Then we replace the missing element Xab in the basis for 
Rnxo by 

Y b =X .X . ···X· b • a aJI JIl2 11 (3.47) 

To avoid unnecessary complications, let us first assume 
that all entries in Us are nonzero, 

(3.48) 

in the basis where U4 is in its Jordan canonical form (such 
matrices are dense in Roxn). The superposition formula for 
the matrix anharmonic ratio R can then be written as 

(3.49) 

The superposition formula for the MRE is obtained by using 
(3.2) for R4 and Rs in (3.49) and then substituting the expan
sion (3.49) for R into (3.19): 

W= [W1(W3 - W1)-I(W2 - W3 )R + W2 ] 

X [(W3 - WIl- 1(W2 - W3)R +1]-1. (3.50) 

In the more general case when Us does not satisfy (3.48) 
in the basis where U4 is given by (3.14), we write the superpo
sition formula for the matrix cross ratios as 

o 

R = L aik Cik , 

i.k~ 1 

(3.51) 

where the matrices Cik form a basis for the solutions of Eq. 
(3.31), defined by 

C R i R R j'R j'R R j, R jlR R k ik = 4 S 4 4 S 4 ••• 4 S 4 , (3.52) 

where (ijl .. -j/k) is any permissible path on the graph corre
sponding to Us. 

IV. SYMPLECTIC MATRIX RICCATI EQUATIONS 

If, instead of considering the most general equation as
sociated with the action of SL(2n,R) on Go (R2o), we restrict 

1066 J. Math. Phys., Vol. 24, No.5, May 1963 

ourselves to that associated with certain subgroups, particu
lar forms of the matrix Riccati equation (1.1) arise which 
may be studied in greater detail. Since the subgroup will not 
generally act transitively on the entire space, it may be neces
sary to add further constraints characterizing particular or
bits. The previously derived superposition rule will not nec
essarily respect such constraints, and therefore a new 
analysis may be necessary. Examples of such reductions are 
given below and a superposition rule is derived for each case. 

A. The symplectic group SP(2n,R)CSL(2n,R) 

A particularly interesting reduction ofEq. (Ll) is ob
tained by requiring the curve 5 (t) in Eq. (2.9) for n = k, to lie 
within the symplectic subalgebra defined by 

sp(2n,R) = ! sEsI(2n,R) 15K + Ks T = OJ, (4.1) 

where the symplectic form on R2
n is defined by the matrix 

K=( 0 1\ 
-1 oJ' 

The curve 5 (t ) thus has the form 

( 
CIt) 

sIt) = -D(t) 

where 

A (t) = A T(t), D (t) = D T(t). 

(4.2) 

(4.3) 

(4.4) 

The corresponding curveg(t) in SL(2n,R), as defined by Eqs. 
(2.11 )-(2.13), satisfies the condition 

gKgT = K (4.5) 

provided g(to) does, implying that it lies within the symplec
tic subgroup SP(2n,R). This subgroup no longer acts transi
tively on the full Grassmanian G n (R20

), since it preserves the 
symplectic inner product. However, if we restrict ourselves 
to the submanifold G ~ (R2n) of totally isotropic n planes in 
R20

, the so-called Lagrangian subspacess.6 with respect to 
the symplectic form K, it is easily verified that the group 
action is well defined and transitive. ! These spaces comprise 
the orbit of minimal dimension [~n(n + 1)] and play an im
portant role in the geometrical formulation of Hamiltonian 
dynamics and quantization. 12l In terms of homogeneous co
ordinates (~) the condition of isotropy becomes 

XTy _ yTX = 0, (4.6) 

which, in affine coordinates W = Xy -I, is equivalent to 

W=W T. (4.7) 

The reduced Riccati equation is 

WIt) =A (t) + W(t)CT(t) + C(t)W(t) + W(t)D(t)W(t), 

(4.8) 

A =A T, D=D T, 

where the symmetry property 

WIt) = WT(t) 
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may be seen to persist for all t, provided it holds for t = to, as 
a consequence of Eq. (4.8) and the conditions (4.4). 

In deriving a superposition rule for Eq. (4.8), we begin 
by following the same procedures as in the previous section. 
Given two known solutions WI(t ) and W2(t), and an arbitrary 
one, W(t), the quantity 

T(t) = (W - Wd-I(W - W2)(WI - W2)-1 (4.10) 

satisfies the linear equation 

(4.11) 

where 

Cit) = Cit) + WI(t)D(t). (4.12) 

It follows that T(t) develops in t according to 

(4.13) 

where G (t )EGL(n,JR) satisfies 

(4.14) 

with some conveniently chosen initial condition Go. Given a 
third solution W3(t) ofEq. (4.8) such that T3(t) defined corre
spondingly as 

T3(t) = (W3 - W I)-I(W3 - W2 )(WI - W2)-1 (4.15) 

is nonsingular, the arbitrariness in the initial value Go im
plies that the symmetric matrix T3(to) may be assumed, with
out loss of generality, to be of the form 

T3(to) = G (to)Ipq G T (to), 

where 

I = (Ip 0) 
pq 0 - Iq , 

and hence for arbitrary t 

T3(t) = G(t )IpqG t(t). 

(4.16) 

(4.17) 

(4.18) 

Since T3(t ) is symmetric, it may be diagonalized by an ortho
gonal transformation and therefore expressed as 

T3(t) = 0 1 (t )D (t )lpqD (t )0 ilt ) (4.19) 

where 0l(t )EO (n) is any orthogonal matrix of eigenvectors of 
T3(t) andD (t) is the diagonal matrix diag (IAII1/2'--IAn 11/2), 
the A j 's being the corresponding eigenvalues. A certain non
uniqueness associated with the ordering of and rotations 
within the subspaces of equal eigenvalue is involved in (4.19), 
but this is of no importance, and we assume some choice of 
normalized eigenvectors is made. Now, defining 

02(t) = D -1(t)O nt)G(t), 

it is easily verified that 

02IpqOJ =Ipq; 

that is, 02(t )EO (p,q). Now, define the matrix 

T(t)=D -IOiTOjD -IIpq , 

(4.20) 

(4.21) 

(4.22) 

which is self-adjoint with respect to the inner product asso-
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ciated with the quadratic form I pq' i.e., 
-T -

IpqT = Tlpq 

and T(t) develops according to 

T(t) = 02(t )ToO 2- I(t), 

where 

To = T ofpq· 

(4.23) 

(4.24) 

(4.25) 

Let T4(t) be the corresponding quantity associated with a 
fourth solution W(t) ofEq. (4.8), 

T4(t)=D- I(t)OnW4 - Wr l 

(4.26) 

and assume that all its eigenvalues are distinct. These eigen
values are independent of t because of Eq. (4.24). It follows 
from the self-adjointness (4.23) of T4(t) and the fact that all 
eigenvalues are assumed different that none of the eigenvec
tors are isotropic (zero length). Some of the eigenvalues and 
eigenvectors may be complex, but because T4(t) is real, these 
must come in complex conjugate pairs. Let 
[Qa ,cL J a = I, ...• m be the complex eigenvectors, with eigen
values [,ua ,Pa J a = I ....• m· These may be normalized so that 

(4.27) 

I t follows from self-adjointness that, separating into real and 
imaginary parts, 

(4.28) 

the vectors {Pa ,qa 1 are all mutually Ipq orthogonal with nor
malization: 

(4.29) 

The remaining n - 2m real eigenvectors may be split into 
two sets { Q/ ,Qj - J with eigenvalues !,uj+ , ,ul - 1 and norma
lization: 

Q/lpqQ/ = + 1, i = I, ... ,p - m, 

(4.30) 

Forming the matrix with these vectors as columns, 

Q(t) = (QI+ ·_·Q;-m PI--- Pmqm---qI>QI- ---Qq--m)' 

(4.31) 

the orthonormality conditions following from the self-ad
jointness of T4 imply 

Q(t)lpqQT(t) =Ipq , (4.32) 

that is, Q (t JEO (p,q). Moreover, since those columns of Q (t ) 
are the real and imaginary parts of the eigenvectors, we have 

T4(t) = Q (t )TDQ -I(t), (4.33) 

where 
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and (aa,ba) are the real and imaginary parts off.ia (all nonin
dicated entries vanish). Using the remaining arbitrariness of 
the initial value 02(tO) in Eq. (4.24), we may assume, without 
loss of generality, that 

1'0= TD· (4.35) 

Comparing Eqs. (4.24) and (4.33), we find that 

02(t) = Q(t)S, (4.36) 

whereSis in the centralizer ofTD in ° (p,q). Since the eigen
values are all distinct, S can only be of the form: 

S = diag( ± 1, ± 1, ... , ± 1). (4.37) 

It follows that S must be constant provided all quantities 
vary smoothly in t and may therefore be assumed equal to 1 
by absorbing its value in the arbitrary initial condition. Simi
larly the finite arbitrariness associated with the ordering of 
the eigenvectors is absorbed in the initial condition. Thus 
02(t ) is determined to equal the matrix Q (t ) formed from the 
normalized eigenvectors of 1'4' Combining the inverse ofEq. 
(4.10) with Eqs. (4.13), (4.15), (4.19), (4.20), and (4.24), we 
arrive at the following superposition formula, expressing a 
general solution W (t ) in terms of four particular solutions 
WI(t ), ... , W4(t): 

W(t) = [WPPQTo + W2(W2 - Wd-IOID -IIpqQlpq] 

or 

X [OPQTo + (W2 - WI)-IOP -IIpqQlpq]-1 
(4.38) 

W(t) = [W2(W2 - WrlOID -IIpqQSo + WIOIDQ] 

X [(W2 - WrlOID -IIpqQlpqSo + OIDQ]-1, 
(4.39) 

where Ol(t )EO (n) is theorthonormalized matrix ofeigenvec
tors of 

T3(t) = (W3 - Wd- I(W3 - W2)(WI - W2)-1 (4.40) 

with eigenvalues 

AI(t), ... ,A.p(t»O and Ap+t!t), ... ,A..(t)<O, 

D (t) = diag(\AI(t )11/2, ... ,\An (t )1112), (4.41) 

Q(t)EO(p,q), p + q = n 
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(4.34) 

is the matrix of Eq. (4.31), consisting of the real and imagi
nary parts of the eigenvectors of 

1'4(t) = D -1(t)O f(t )[(W4 - Wtl- I(W4 - W2) 

X(WI - W2)-lj OI(tjD -1(t)Ipq (4.42) 

normalized as in Eqs. (4.27), ... ,(4.30); To and So are any con
stant, symmetric matrices. It is assumed that all the quanti
ties (W2 - WI)' (W3 - WI)' (W4 - WI)' and (W3 - W2) are 
nonsingular, and the eigenvalues of 1'4 are all distinct. The 
two forms (4.38) and (4.39) are given in order that all solu
tions be obtainable without involving infinite limits. Both 
forms are valid if To = S 0- I is regular. 

B. Subgroup GL(n,R)CSP(2n,R) 

Equation (4.8) may be specialized further by requiring 
the algebra element S (t ) to satisfy not only (4.1) but also 

sJ = Js, (4.43) 

where 

which implies that it has the form 

sit) = (Cit) A (t)) 
\A (t) Cit) 

with 

A = A T, C = - CT. 

The map 

Ij?:~ ~ )_A + CEgI(n,R) 

(4.44) 

(4.45) 

(4.46) 

defines a Lie algebra isomorphism with inverse determined 
by separating an arbitrary element in gl(n,R) into its symmet
ric and antisymmetric parts A and C, respectively. The curve 
g(t) determined by Eq. (2.12) lies correspondingly in the 
GL(n,R) subgroup ofSP(2n,R) defined by 

gJ = Jg (4.47) 

provided the initial valueg(to) does. This implies thatg(t ) is of 
the form 
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(
M(t) 

g(t)= N(t) 

where 

N(t)) 
M(t) , 

(4.48) 

MTM - NTN = 1, MTN = NTM. (4.49) 

The reduced Riccati equation now becomes 

W=A +CW- WC- WAW, 

A =A T, C= - CT. (4.50) 

Assuming that (W - 1) is nonsingular, we can make a 
change of coordinates 

W-+V=(W + I)(W - 1)-1, (4.51) 

which is equivalent to transforming X and g into block diag
onal form. This linearizes the equation directly: 

V = FV + VF T, (4.52) 

where 

F(t) = C(t) +A (t). (4.53) 

Since this is of the same form as Eq. (4.11), the procedure 
described there, after reducing the problem to this case, may 
be applied here, thereby determining the general solution, 
W(t), toEq. (4.50) in terms of two known solutions WI(t ) and 
W2(t). Explicitly, we have 

W(t) = (OIDQVoQTDO; + I)(OIDQVoQTDO; -1)-\ 
(4.54) 

where 0 1 (t )EO (n) is the orthonormalized matrix of eigenvec
tors of VI(t) with eigenvalues A I(t )'''Ap(t) > 0 and 
Ap + I (t ), ... ,A,n (t) < 0; 

D(t) = diag(IA I(t)II/2, ... ,IAn(t)II12), (4.55) 

Q (t )EO (p,q), p + q = n, 

is defined by Eq. (4.31) in terms of the eigenvectors 
!Q/ ,Q j- ,Qa,Qu-l of 

V(t) = D -1(t)O nt )V2(t )OI(t)D -I(t )Ipq, (4.56) 

normalized as in Eqs. (4.27)-(4.30), and Vo is any constant 
symmetric matrix. Again, it is assumed that VI(t) is nonsin
gular and V (t ) has n distinct eigenvalues with all eigenvectors 
nonisotropic with respect to I pq • 

C. Subgroup U(n) 

An alternative reduction of the symplectic group is ob
tained by requiring, in addition to (4.1) and (4.5), the condi
tions 

sK -Ks=O (4.57) 

and 

gK -Kg=O. (4.58) 

This restricts S andg respectively to the subalgebra and sub
group consisting of elements of the form 

(4.59) 

C= _C T, A=A T, (4.60) 
and 
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g=(~N ;). 

MMT +NNT = 1, MTN=NTM. 

(4.61) 

(4.62) 

These may be identified with the group U(n) of unitary ma
trices and its Lie algebra u(n) of anti-Hermitian matrices 
through the correspondance 

g+->-M + iNEU(n), s+->-C + iAEu(n). (4.63) 

It is also easily verified that this subgroup acts transitively on 
the Lagrangian subs paces, with isotropy group conjugate to 
O(n), thereby allowing the identification: 

G~(Rn)_ U(n)/O(n). 

The Riccati equation associated with this action is thus: 

W=A (t) + C(t)W(t) - W(t)C(t) + W(t)A (t)W(t) 

(4.64) 

with 

CIt) = - CT(t), A (t) =A T(t). (4.65) 

Proceeding as in the previous example, a map taking s (t ) and 
g(t ) into block diagonal form is equivalent to the transforma
tion 

W-+V=(W + i)(W - i)-I (4.66) 

(valid for all W, since the eigenvalues are real). The resulting 
equation for V is 

V = FV + VF T, (4.67) 

where 

F = C - iAEu(n). (4.68) 

It follows that the general solution to (4.67) is of the form 

V= UVOU T, 

where 

UEU(n) satisfies 

iJ = (C - iA )U, U(to) = Uo 

(4.69) 

(4.70) 

for some arbitrarily chosen Uo. Note that the definition 
(4.66) of Vin terms of the symmetric real matrix Wimplies 
that it may be diagonalized by an orthogonal transformation 

. itp 
to the form diag(e'q>', ... ,e n). Moreover, a further transforma-
tion of the type (4.69) may be applied to map these phases to 
zero. It follows that given any particular solution WI(f) of 
Eq. (4.64) and the corresponding solution VI(t) to Eq. (4.67) 
defined through (4.66), the initial value VI(tO) may, without 
loss of generality, be assumed to be of the form 

VI(tO) = U(tO)UT(to), (4.71) 

and therefore, for arbitrary t, 

VI(t) = U(t)UT(t) 

= 01(t)D 2(t)0 nt), (4.72) 

where 0 1 (t )EO (n) is a matrix of orthonormalized eigenvec
tors of VI(t) [and hence also of WI(t )), and D 2(t) is the diag
onal matrix of eigenvalues diag! (A I + i)/(Ai - i), ... , 
(An + i)/(An - i) l, where A j(t) are the eigenvalues of WI(t). 
Making an arbitrary choice of signs in defining D (t), Eq. 
(4.72) implies that U(t) may be written in the form: 
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(4.73) 

where 02(t JEO (n j. A certain non uniqueness is again involved 
in such a decomposition related to the ordering of eigenvec
tors and rotations among those of equal eigenvalues, but this 
is of no importance and we assume some choice has been 
made with all quantities varying smoothly in t. Let W2(t ) be a 
second solution of (4.64) and 

V2(t) = [Wz(t) + 11[W2(t) - 11- 1
• (4.74) 

Define 

Vz(t) = D -lofvzOID- 1 

= (D -10 rWP1D -I + i)(D -10 rWPID -I - ij-I 

= 0z(t )V2(tO)0 [(t), (4.75) 

where, without loss of generality, we can assume Vz(to) to be 
diagonal. Assuming that the eigenvalUes of V (t ) are all dis
tinct, which is valid for a dense subset of solutions, the ortho
gonal matrix is essentially uniquely determined to consist of 
the orthonormalized eigenvectors of V2(t ) (hence also of 
D -10 [Wz01D -I). The nonuniqueness again consists of 
discrete factors of the type diag( ± 1, ... , ± 1) and the order
ing of the eigenvectors. By the assumption of smoothness in 
t, these are all constants and may be absorbed in the initial 
conditions. Combining the inverse of Eq. (4.66) with Eqs. 
(4.69), (4.72-4.75), we obtain the following explicit superpo
sition formula expressing the general solution W (t ) of Eq. 
(4.64) in terms oftwo known solutions WI(t) and Wz(t): 

W(tj=i °IDOzVoOIDO[ + I 
O TT ' IDOzV002DOI -1 

(4.76) 

where 0l(t) is the matrix of orthonormalized eigenvectors of 
WI(t), D (t) is defined in terms of the corresponding eigenval
ues {A; I by 

DZ(t)=diag{A I +i , ... , An +i} 
AI-i An- i 

and 0z(t) is the orthonormal matrix of eigenvectors 
D -10 [Wz01D -I, whose eigenvalues are assumed all dis
tinct. 

V. CONCLUSIONS 

The main results of this paper are the following. 
1. We have shown that the rectangular n X k matrix 

Riccati equation (1.1) is interpretable in terms of the infinite
simal action ofthe group SL(n + k,R) on the Grassman 
manifold Gk (Rn + k). It follows that a superposition rule ex
ists for the solutions of such equations. 

2. For the case of square matrices (n = k ), we have used 
this characterization to obtain two different versions of this 
superposition rule, expressing the general solution for arbi
trary n>2 in terms of only five known particular solutions. 
The first version is provided by Eqs. (3.38) together with 
(3.36) and (3.37), the second by Eq. (3.50) together with (3.2) 
and (3.49) or (3.51j. 
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3. A case of particular interest is the symplectic matrix 
Riccati equation (4.8), for which we have obtained the super
position rule (4.38), (4.39), involving only four known parti
cular solutions. Two subcases corresponding to the sub
groups GL(n,R)CSP(2n,R) and U(n)CSP(2n,R) are Eqs. 
(4.50) and (4.64), respectively, for which we have the super
position rules (4.54) and (4.76), involving only two solutions 
each. 

4. The five solutions forming a "fundamental set of so-
lutions" in the SL(2n,R), as well as the four solutions in the 
SP(2n,R) case are generically chosen [their initial conditions 
form a dense open set in [Gn(R2n)p or [G~(RZn)]4, respec
tively]. In practical calculations we can,. of course, make a 
convenient choice of initial conditions and avoid complica
tions due to complex eigenvalues of R4 in the SL(2n,R) case 
or negative eigenvalues of T3 in the SP(2n,R) one. 

Such equations arise in particular in the study of Biick
lund transformations for the generalized nonlinear a mod
els. 13-15 The application of the present results to numerical 
studies of the matrix Riccati equations arising in optimal 
control theory is in preparation. 
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Restricted multiple three-wave interactions, in which a set of wave triads interact through one 
shared wave, are discussed. It is shown that this system is integrable when all triads have equal 
coupling coefficients regardless of the frequency mismatches. This system is then used as a 
starting point from which to determine integrable cases of a more general class of three-wave 
interactions. 

PACS numbers: 03.20. + i 

I. INTRODUCTION 

This paper is the second in a series of three papers de
voted to determining under what circumstances restricted 
multiple three-wave interactions may be treated statistically. 
A minimal condition is that the system be nonintegrable. In 
the first paper,l Painleve analysis was used to help find inte
grable cases, and numerical evidence was provided, indicat
ing that when the system has the Painleve property of pos
sessing only simple movable poles in the complex time plane, 
the system is integrable and otherwise it is not. 

From a mathematical point of view, this system appears 
to be the simplest possible multiply interacting three-wave 
system with an arbitrary number of triads and, as such, can 
be analyzed in detail. Thus, this system provides a useful 
platform from which to attack certain aspects of more gen
eral multiply interacting systems, much as the restricted 
three-body problem provides a useful platform from which 
to attack the full three-body problem. 2 

Restricted multiple three-wave interactions are those in 
which an arbitrarily large set of three-wave triads interact 
with each other through one wave which they all share. It 
has already been shown in Ref. I that these interactions are 
described by the Hamiltonian 

N 

H= L [!.:1 nJn -!.:1J~ -en(JOJJ~)1/2 
n = 1 

X cos(On - 0 ~ - ( 0 )], (1.1) 

where Jo and 00 are the action-angle variables of the shared 
wave I n , On,J ~, and 0 ~ are the action-angle variables of the 
two other members of the nth triad, An==lUn -lU~ -lUo is 
the frequency mismatch, en is the coupling coefficient, and 
N, the number of triads, may be arbitrarily large. We shall 
assume en > 0, for if any of these coupling coefficients are 
less than zero, we need merely add 1T to On to reverse that 
coupling coefficient's sign. This system appears whenever 
one has a "test wave" interacting conservatively with a spec
trum of otherwise noninteracting waves, and was first used 
by Watson, West, and Cohen3 to model the growth of a low 
frequency internal ocean wave due to its interaction with a 
spectrum of higher frequency surface waves. Meiss4 has stu
died this system using a variety of statistical assumptions 
and proposed it as a model for both ocean wave and plasma 

turbulence. Paradoxically, he has also suggested that this 
system may be completely integrable, a conjecture which 
was disproved in Ref. 1. In the third paper of this series, we 
discuss the statistical assumptions and show that they too 
are not generally valid. 

In this paper, we are entirely concerned with demon
strating the integrability of the restricted system, as well as a 
much larger class of systems, in certain special cases. In Sec. 
n, we demonstrate that the restricted system is integrable 
when the coupling coefficients are all equal, but the frequen
cy mismatches are arbitrary. We do so by first taking the 
apparently complicating step of converting our ordinary dif
ferential equations (ODE) into partial differential equations 
(PDE), and then using a formalism developed by Ablowitz 
and Haberman5 to, in effect, find a Lax pair for the system. 
The system was previously demonstrated to be integrable by 
Meiss6 in the simpler case where all coupling coefficients and 
all mismatches are equal using a trial-or-error approach. In 
Sec. III, we use the method of asymptotic expansion to ex
tract the required number of integrals ofthe motion, mutual
ly in involution. The approach is similar to that used by 
Haberman7 and many other authors. In Sec. IV, we show 
that the restricted system may be made integrable, no matter 
what the coupling coefficients, by adding further waves with 
appropriate coupling coefficients, and, hence, the restricted 
system is just one of a large class of systems which can be 
made integrable by an appropriate choice of coupling coeffi
cients. In Sec. V, we show that in the special case where all 
the coupling coefficients are equal and all the frequency mis
matches are equal, the restricted system can be explicitly 
integrated in terms of elliptic integrals and their quadra
tures. Finally, Sec. VI contains a summary. 

II. DETERMINATION OF LAX PAIRS FOR THE 
RESTRICTED SYSTEM WHEN ALL COUPLING 
COEFFICIENTS ARE EQUAL 

Letting bo (Jo) 1/2 exp( - iOo), b n =(In ) 1/2 exp( - iOn ), 
and b ~ =(J ~) 1/2 exp( - iO ~), we find that Eq. (1.1) generates 
the equations of motion 

N 

b· - I . '" b b '. 0- 2 I £.. en n n' 
n=l 

(2.1) 
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where n = 1, ... ,N, which, from now on, will be understood. 
We may convert Eq. (2.1) into a PDE by writing 

N 

bo" = Yobo,x +! i r Enbn b ~., 
n=1 

bn" = Ynbn,x + YEn bob ~, 

b~., =y~b~,x +~iEnbtbn' 

(2.2) 

where bo' bn, and b ~ are now functions of both x and t, Yo' 
Y n , and y~ are constants, and the subscripts x and t indicate 
differentiation with respect to x and t. From Eq. (2.2), we 
may return to Eq. (2.1) by imposing 

bo(x,t) = bolt ), 

bn(x,t) = bn (t )exp( - iA nxI2Yn)' (2.3) 

b ~(x,t) = b ~(t)exp(iAnxI2y~), 

as well as 

(2.4) 

Equation (2.4) is required if the x variation is to remain unal
tered for all time. 

Following Ablowitz and Haberman,s we now consider 
the differential matrix eigenvalue problem 

(2.S) 

where", is an M-dimensional vector eigenfunction, t is the 
eigenvalue, and ° and N are M X M matrices. We choose the 
time variation of", such that 

"', = 0",. (2.6) 

If we now require that 

Ox = N, + it [0,0] + [N,O], (2.7) 

where the square brackets indicate commutation, it immedi
ately follows that t, = O. 

Next, we choose 0 to have the form 

0= 0(1) + totO), (2.8) 

where 0(0) and 0(1) are independent of t. Expanding Eq.(2.7) 
in powers of t, we then find 

o = i[O,O(O)], 

O~) = i[O,O(1)] + [N,O(O)], 

O~) = N, + [N,O(\)]. 

(2.9a) 

(2.9b) 

(2.9c) 

We further choose Dij = oijaj and Q\J) = 0ijcj , where aj and 
cj are assumed real, so that Eq. (2.9a) is automatically satis
fied and Q~) = O. From Eq. (2.9b) we find 

QW = [(c j - ck)li(a j - ak)]Njk , for i=/=k, (2.10) 

where a j =/=ak. If a j = ak and C j = Ck , then any choice of Q III 
and Nik is consistent with Eq.(2.9b), and we shall choose Q \~ 
= ajkNjk , where a jk is an arbitrary constant. The diagonal 

entries ofEq. (2.9c) yield 

from which we conclude that we are free to choose 

QI)I=Njj =0. 

Doing so, the off-diagonal elements ofEq. (2.9c) yield 

(2.11) 

(2.12) 

ajkNjk,x = N jk" + r NijNjdajk -aij)' (2.13) 
j#j,k 
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where 

a jk = (Ck - c;)Ii(ak - a;) (2.14) 

if a j =/=ak, and is otherwise arbitrary. In orderforEq. (2.13) to 
represent a three-wave interaction, we must have 

Njk = ajkNt, for j> k, (2.1S) 

where the ajk are real normalizing coefficients. In order for 
the ik th equation to be equivalent to the kith equation, we 
must have 

ajkaij = - a jk , for i> j> k. 

Equation (2.13) may now be written 

ajkNjk,x = N jk" + r ajkNljN:j(akj - aij) 
j>k> i 

+ r Njj~k(ajk - aij) 
k> j> i 

(2.16) 

+ r a ijN j~~k (ajk - ajj ), (2.17) 
k>i> j 

Equation (2,17) was first obtained by Ablowitz and Haber
man,s 

Equation (2.17) possesses, by construction, an infinite 
number of constants of the motion, namely the eigenvalues 
ofEq. (2.S), and hence may be deemed integrable. The task at 
hand is to find under what conditions Eq. (2.2) may be writ
ten in the form ofEq. (2.17). To do so, we make the following 
identifications: 

Nl2 = ibo, 

N1,n + 2 = ibn lY1, 

N2 ,n + 2 = ib ~/Y1, (2.18) 

N ln = 0, / = 3,4, ... ,N + 2, n > /. 

From the equations for N 12, N 1n , and N 2n we then find 

(a2,n + 2 - a l2) = - En 12, 

a 21 (a1,n + 2 - ad = En 12, 

which may be consistently satisfied by the choice 

(2.19) 

(a2.n+2 -a1,n+2)= -En' (a2,n+2 -aI2)= -EnI 2, 

(a1,n+2-ad=EnI2, a n+2,2= -1, a 21 =1. (2.20) 

Using Eqs. (2.2) and (2.16), one further deduces 

a 1,n+2 =Yn = -y~ = -a2,n+2 = En 12, 

a l2 = Yo = 0, an+ 2,1 = 1. (2.21) 

Referring now to the equations for N ln (/ = 3, ... ,N + 2, n > I) 
in Eq. (2.17), we see that in order to have N ln = 0 for all time, 
i.e., in order to have N ln., = 0, we must have 

ajn - ajl = 0, (2.22) 

forjd <no Settingj = 1, we find from Eq. (2.21) 

(2.23) 

so that Eq. (2.2) can be put in the form ofEq. (2.17) only if all 
the coupling coefficients are equal. 

Setting for convenience El = E2 = ... = EN = 2, Eq. 
(2.2) takes on the form 
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N 

bo., = i L bnb ~., 
n=l 

bn.t = bn.x + ibob ~, (2.24) 

b~.t = -b~.x +ib~bn' 

The quantities ai' a2,· .. ,aN + 2 and C I , C2"",CN + 2 may 
now be determined. Since a o = 0, we find CI = C2, and using 
the relations 

Cn - CI 
a ln = - a 2n = . = 

l(an - ad 

n = 3, ... ,N +2, (2.25) 

we conclude 

a3 = a4 = ... = aN+ 2 = (a l + a2 )12 (2.26) 

and, letting CI = C2=C, 

C3 = C4 = ... = CN+ 2 = ic + i(a2 - a l )/2. (2.27) 

The quantities a I' a2 , and C are arbitrary, except that a I = a2 

is not allowed. 
We now have all the information needed to construct 0, 

a, and N, and from them the standard Lax pairs, L and A. 
Using Eqs. (2.5) and (2.6) we see that 

L = (O-Iax - O-IN), 

A = ( - m-Ia(O)a
x 

+ iO-INa(O) + 0(1)). (2.28) 

Given Eq. (2.3), it is easy to see that the eigenvalue equation 

(2.29) 

has at any given time the form of a generalized Hill equation 
in which the periodicities need not be commensurable. In the 
special case where..:1 I =..:1 2 = ... =..:1 N' Eq. (2.29) simplifies 
enormously, becoming an equation with constant coeffi
cients. In this case, it is well known that the solution of Eq. 
(2.29) is completely characterized by the eigenvalues and ei
genvectors of matrix [, where the operator lax is removed 
from L. We have previously shown that, in this case, the 
matrix [, can be used, after some modification, to determine 
the constants of the motion and that it can be obtained with
out resorting to a PDE.8 However, in the case where the 
frequency mismatches are not zero, Eq. (2.29) is consider
ably more difficult to analyze, and the method of asymptotic 
expansion of the PDE used in Sec. II appears to be the sim
plest route to determining the constants of the motion. 

The reader will have noted that Eq. (2.23) was a conse
quence of demanding that any waves not in the restricted 
system be zero for all time. Relaxing this restriction, to allow 
more waves into the system, will lead us to integrable cases of 
a more general system as will be discussed in Sec. IV. 

III. CONSTANTS OF THE MOTION 

In the limit s-oo, Eqs. (2.5) and (2.6) reduce to 

"'x = isO"" "', = sa(O)"" (3.1) 

which has for its general solution any superposition of the 
particular solutions 
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1 

o 
o exp(iSalx + sclt), 

o 

o 
1 

o exp(isa~ + sc2t ), 

o 

(3.2) 

etc. If we now consider the solution of Eqs. (2.5) and (2.6) at 
large but not infinite S, we find that their solution may be 
expressed as9 

1 

Ao(s,x,t) 

AI(s,x,t) 

AN(S,x,t) 

xexP[isalx + sclt + f T(s,x',t) dxl 

Bo(s,x,t) 

Ag,x,t) 

AN(s,x,t) 

xexp[isa~ + sc2t + f T(s,x',t) dxl 

(3.3) 

etc., where each of these quantities may be expanded asymp
totically in S, 

00 

T(s,x,t) = L s -J1j(x,t), 
J~O 

00 

A(s,x,t) = L s -JAJ(x,t), (3.4) 
J~ I 

00 

Bo(s,x,t) = L s -JBo)x,t). 
J~ I 

The functional dependence of T, A, and Bo is, of course, 
different in each solution. The integrands inside the expon
entials ofEq. (3.3) have 0 as their lower limit, rather than 

- 00 as was the case in Ref. 9, because T(S,x,t) contains a 
portion which is constant in x. 

Substituting Eqs. (3.3) and (3.4) into Eqs. (2.5) and (2.6), 
we will obtain for each solution a nonlinear recursion rela
tion of the form 

PL (b,1j(b),AJ(b),Bo.J(b),x,t) = 0, (3.5a) 

d IX PA (b,1j(b),AJ(b),Bo.J(b),x,t) = - 1j(b) dx', 
dt 0 

(3.5b) 

where b = (bo, b~, bl' b;, b T, b ;·, ... ,bN , b;..., b~, b ;...·);s the 
set of variables we are considering. P Land P A are polyno
mial functions ofb and its higher derivatives and are there
fore quasiperiodic in x. Dividing Eq. (3.5b) by x and taking 
the limit as x_ 00, we find 

o = ~[lim ~ r 1j(b) dX'), 
dt X-oo x Jo (3.6) 

which is a conservation law. The 1j(b) may be determined 
from Eq. (3.5a). It turns out that they are independent of x, 
and, hence, just the constants of the motion we are seeking. 
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We study first the solution 

AN 
which, when substituted into Eq. (2.5), yields the recursion 
relations 

. N 

= ib?;8j.o - _1_ I b iA"j' 
vL '=1 

ib ~ ib ~* 
=-8 --A. vL 1,0 vL 0. j" 

We choose for convenience i(a2 - a,) = 2 and i(an + 2 

(3.7a) 

(3.7b) 

(3.7c) 

- a,) = 1, a choice which is consistent with the constraint 
an+ 2 = (a, + a2)12. FromEq, (3.7a), we have To = 0. Equa
tions (3.7b) and (3.7c) start the iteration process, yieldingAo., 

= ib ?; 12 and An" = ib ~ IvL. Substituting these results into 
Eq. (3.7a) yields T" and we may repeat the process as many 
times as we wish to obtain T2, T3, etc. The first two iterates of 
this process are 

where we have used Eqs. (2.3) and (2.21) to set 

Jxb ~ = ~ i.dnb ~ (3.91 

in Eq. (3.8b). Equation (3.8a) is one of the Manley-Rowe 
relations for this system, and Eq. (3.8b) is related to the 
Hamiltonian (1.1). 

We could use our recursion relations to obtain further 
constants. However, it is not difficult to show by induction 
that the constants obtained in this way are polynomials in 
the six combinations 

N 

bob?;, I bnb~, 
n=l (3.10) 

N 

L b?;bnb ~*, 
n=1 

from which it follows immediately that we cannot obtain the 
full complement of necessary constants from just the single 
solutionBo = 1, A--+ Oas ;--+00, which we have been consid
ering. 

We now consider the solutions for which Bo--+ 0, 
A'""n--+ O,A n = 1 as;--+oo, wheren = 1, ... ,N. The recursion 
relations become 
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Tj = (- ib ~/vL)Bo.j + (ib ~*lvL)Ao,j' 

-BO,H' + JxBo,j + I BO,j_iTi 
i < j 

= iboAO,j + (i/vL)bn8j.o + (ilvL) I b,A,.j' 

Ao,j +, + JxA o.j + I Ao.j - i Ti 
i< j 

'""n 

(3.11a) 

(3,lIb) 

= - ib ?;BO,j + (i/vL)b ~8j,0 + (ilvL) I b iA'.1,(3.lIc) 
'''''n 

= - (ilvL)b rBO,j + (ilvL)b i*AO.j (/ ¥n), (3, lId) 

where we have set an - a2 = a I - an = 1. The iteration pro
ceeds as follows. Using Eqs. (3.11b) and (3.11c), we find BO•I 

= ( - ilvL)bn and Ao" = (ilvL)b ~. Using Eq. (3.11a), we 
then immediately find the N constants 

TI = ~(bnb ~ + b ~b ~*l· 

Moving to Eq. (3.11d), we obtain 

A/,I = - ~ax- I(b rbn + b i*b ~), 

which becomes, assuming.d, ¥.d n for / ¥n, 

A'.I = [i/(.d, -.dn)] (b rbn + b i*b ~). 

(3.12) 

(3.13) 

(3.141 

Using Eqs. (3.11b) and (3.11c) to obtain AO,2 and BO.2 and 
substituting the result into Eq. (3.11a), we find the N addi
tional constants 

T2 = ~i{ ~ .dnbnb ~ - ~ .dnb ~b ~* - bob ~b ~ 

-bobnb~*+ I [lb,b~+b;b~*12/(.dn -.d,n}. 
'''''n 

(3.15) 

These N constants when all added together produce a multi
ple of the Hamiltonian. Hence, of the 2N + 2 constants in 
Eqs. (3.8), (3.12), and (3.15), only 2N + 1 are independent. 
All these constants are in involution, and as a result provide 
the full complement of2N + 1 independent constants in in
volution needed to demonstrate integrability. 

In the case where some of the frequency mismatches are 
equal, the constants ofEq. (3.15) become singular, and one 
may proceed as follows to obtain N mutually independent, 
nonsingular constants, corresponding to those ofEq. (3.15): 
Let us suppose we have a set of triads such that 
.d 1=.d 2 = ... = .dM =.d , whereM<N. Let us also designate 
the T2 corresponding to n, Trl. We obtain one nonsingular 
constant by adding all the T~nl (l<n<M) to obtain 

1(11 = 'i ~ {l.db b * - l.db 'b ,* - b b *b ' 2.£,..2 nn 2 fin Onn 
n=l 

- b?;bnb ~* + ''''' 1~') Ib,b ~ + b ib ~*12/(.d - .dd] }. 
(3,16) 

To obtain further nonsingular constants, we set.d n 

=.d + EU n (1 <n <M), where the un's are constants, chosen 
so that u, ¥ Un for I ¥n, but where they are otherwise arbi-
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trary. Substituting these choices of.:1 n into Eq. (3.15) and 
extracting the most singular term in E, we find the M - 1 
mutually independent, nonsingular constants 

Iblb! + b;b ~"'12 
(2<n<M). (3.17) 

We may proceed in this fashion with each set of triads which 
have the same frequency mismatch to finally obtain N mutu
ally independent, nonsingular constants I (I), I (2), ••• ,1 (N). Evi
dently, if.:1 n #.:11 for all I #n, I(n) = Thn). This set of con
stants can be verified to be mutually in involution and in 
involution with the constants of Eqs. (3.8) and (3.12). 

IV. INTEGRABLE CASES OF A MORE GENERAL 
SYSTEM 

In this section, we are interested in systems whose equa
tions of motion may be written in the form 

Nik = - YikNik + I cijkNijNjk' 
j 

(4.1) 

where i,j, and k are all integers, i#j#k, Nik is one ofthe 
complex wave amplitudes, and Yik and Cijk are arbitrary. We 
suppose that the wave Nik has a wave vector kik and Nik 
= (TikNti' where (Tik = ± 1, so that kik = - kki' 

Equation (4.1) is similar to Eq. (2.13). We may obtain an 
equation of the form ofEq. (4.1) by demanding that the spa
tial variation be exponential in Eq. (2.13). That is to say, we 
must have 

Nidx,t) = Nik(t )exp(.:1ikX). (4.2) 

The quantity .:1ik may be purely imaginary as was the case in 
Sec. II, where it corresponded to a frequency mismatch. We 
can also imagine cases where it is real, in which case it corre
sponds to dissipation, or where it is complex, in which case it 
corresponds to a combination of a frequency mismatch and 
dissipation. In all cases, the consistency condition 

(4.3) 

must be met, and we have .:1 ik =.:1 ti' 

To generate an integrable equation of the same form as Eq. 
(4.1), we begin with a case of the restricted system with arbi
trary coupling coefficients. We recall from Sec. II that we 
have assumed a change of variables such that no frequency 
mismatch or dissipation exist for the shared wave. In the 
former case, that implies going into a moving frame. In the 
latter case, that implies a scale change. From Eq. (2.21), we 
have 

(4.4) 

All the other aij may be chosen arbitrarily. Having chosen 
.:112 = 0 and .:1 1.n + 2 arbitrarily, all the other.:1ij are fixed by 
the consistency condition (4.3). Finally, using Eq. (2.16) as 
well as Eqs. (2.20) and (2.21), one finds (Tij = - 1, for both i 
andj>2. 

It follows immediately that the restricted system with 
arbitrary coupling coefficients and mismatches can always 
be made integrable by introducing additional waves with ap
propriate coupling coefficients. Moreover, these coupling 
coefficients are to a large degree arbitrary because of the 
arbitrariness in the aij for both i andj > 2. 
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It is perhaps worth emphasizing that the existence of 
integrable cases for dissipative systems of special parameter 
values is not inconsistent with the existence of chaotic solu
tions and attractors at most parameter values. For example, 
the Lorenz system, which is integrable in certain special 
cases, also possesses strange attractor solutions. JO 

We now consider as an example the two triad case with 
frequency mismatches, but no dissipation. In this case, be
fore any additional waves are introduced, the equations of 
motion, obtained from Eq. (2.17) are 

NI2 = - EI N J3N t3 - E2N I4N!4' 

N I3 = - !i.:1INJ3 + !EIN I2N 23 , 

NI4 = - y.:12N14 + !E2N I2N 24, 

N23 = !i.:1 IN23 - !E IN f2 N J3 , 

N24 = !i.:12N24 - ~E2Nf2NI4' 

(4.5) 

This system may be made integrable by the addition of just 
one more wave, N 34 , in which case the equations of motion 
become 

NI2 = - EINJ3N!3 - E2N 14Nt4' 

N I3 = - !i.:1 INJ3 + !E IN I2N 23 + !(f' - EI)NI4Nt4' 

NI4 = - ~1'.:12NI4 + !E2N I2N 24 - W - E2)N13N 34, 

N23 =! i.:1 IN23 - !EINf2NJ3 + !(f' + EIlN24Nt4' (4.6) 

N24 = !.d2N24 - !E2N f2 N 14 - !(f' + E2)N23N 34' 

N34 = !if'(.:1 /E I - .:1 2/E2)N34 

+ (E2 - EIlNf3 N I4 + (E2 - EdNt3 N 24' 

where f' is arbitrary. 

V.INTEGRATION OF THE EQUATIONS OF MOTION 
WHEN ALL COUPLING COEFFICIENTS AND 
FREQUENCY MISMATCHES ARE EQUAL 

In this section, we show that in the special case where 
.:11 =.:1 2 = .. , = .:1 n==.:1 and EI = E2 = ... = En=E, the inte
gration of the equation of motion can be reduced to quadra
tures of elliptic functions. It is rather remarkable that this 
result holds true. For while we know that the solution is 
meromorphic, I meromorphic functions are generally ex
pressible in terms of abelian integrals, of which elliptic inte
grals are a very special case. 

We begin by reviewing the solution to the single-triad 
case because we shall need this result. The Hamiltonian is 

H = ! .:1JI - !.:1J; - E(JIJ; JO)I/2COS(01 - 0; - ( 0), 
(5.1) 

so that 

jo = - aH = E(JIJ;Jo)1/2sin(01 - 0; - ( 0), (5.2) 
aoo 

Combining Eqs. (5.1) and (5.2) and recalling that 

J I =10 -Jo' 

J; =II-JI =II-Io+Jo, (5.3) 

where 10 and II are constants of the motion, we find 

(H - .:110 + .:11/2 + .:1JO)2 + (jO)2 

= ~ Jo(Io - JoHII - 10 + Jo)· (5.4) 
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This equation may be rewritten in the form 

(iO)2 = ~(ZI - JO)(Z2 - JO)(Z3 - Jo), 

where ZI <Z2 <Z3' and has the solution 

(5.5) 

Jo(t) = Z3 - (Z3 - Z2)sn2B€(Z3 - ZJ!1/2t - 81m], (5.6) 

where m = (Z2 - ZJ!/(Z3 - ZI) and 8 is arbitrary. II It im
mediately follows from Eq. (5.3) that 

JI(t) = 10 - Z3 + (Z3 - Z2)sn2[~€(Z3 - ZI) 1/2t - 81m], 

J; (t ) = (JI - 10 + Z3) - (Z3 - Z2) 
xsn2 [!€(Z3 - ZJ!1/2t - 81m]. (5.7) 

From Eq. (5.1), we also have 

00 = - (E"/2JO)(JIJ; JO)I12cos(OI - 0; - ( 0 ) 

= ! Li + (H - Li/o + LiI/2)12Jo, (5.8) 

which may be integrated to yield 

Oo(t) = ¥It + [(H - Li/o + Li/I/2)1€Z3(Z3 - ZJ!I12] 

X [/1[1 - Z2/Z3;!E"(Z3 - ZJ!1/2t - 81m] 

- /1[1 - Z2/Z3; - 81m]J + 80 ,8 (5.9) 

where 80 is arbitrary. The solutions forOI(t )andO; (t )maybe 
found in a similar fashion. 

Proceeding now to the many-triad case, we find 

io = I €(JJ ~Jo)1/2sin(On - 0 ~ - ( 0 ), (5. lOa) 
n 

(5. lOb) 
n 

where 

(5.11) 
n 

are constants of the motion. Squaring and then combining 
Eqs. (5. lOa) and (5. lOb), we obtain 

(iO)2 = - (H - Li/o + ~ Li I In + LiJo)2 
n 

+€2[Jo(/o-Jo{~Jn -lo+Jo)-~Jo t; I/ir], 
(5.12) 

where 

I/ jj l2 = (bb ~ - b 'b)(b·b ~. - b ~·b·) 
I) I } I ) I) 

= (JjJ;J + (J;-0) - 2(JjJ;JJ;J1/2 

xcos(Oj - 0; - OJ + 0;) (5.13) 

is a constant of the motion. Equation (5.12) may be written in 
the form 

(iO)2 = ~(ZI - JO)(Z2 - JO)(Z3 - Jo), (5.14) 

which has as its solution 

Jo = Z3 - (Z3 - Z2)sn2B€(Z3 - ZI)1/2t - 81m]. (5.15) 

We find similarly 
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00 = ! Li + [(H - Li/o + ! Li ~ In )/€Z3(Z3 - ZI)1/2] 

X [/1 [1 - Z2/Z3¥(Z3 - ZJ!1/2t - 81m] 
-/1[1-Z2/Z3; -8Im]J +£50 , (5.16) 

Hence, the behavior of the shared wave is the same as in the 
single-triad case. This fact was first noted by Meiss.4 

Using now the equations of motion 

bn = !i€bob ~ - !iLibn, 

h ~ = !i€b ~bn + !iLib ~ 

to eliminate b ~, we find 

bn - (holbo + FLi )hn 

(5.17) 

-(VLiholbo-!~bob~-!Li2)bn =0, (5.18) 

which is a complex, linear second-order differential equa
tion. If we can obtain the general solution to this equation, 
we may determine the solution in which we are interested by 
imposing the appropriate initial conditions. To obtain the 
general solution, we begin by noting that Eq. (5.18) is valid in 
the single-triad case, and hence we know the solution in the 
case where the initial conditions correspond to a single triad. 
Comparing the coefficient of each power of Jo in Eqs. (5.4) 
and (5.12), we find that 

H - LiIo +! LiII = H - Li/o +! Li I In' 

Iiil - 10) = 10(I In - 10) -! 2: I/ir, 
n l,j 

210-11 =210 - Iln , 
n 

(5.19a) 

(5.19b) 

(5.19c) 

where the barred quantities indicate the values that the con
stants of the motion would have to have in a single-triad 
system in order for the time behavior ofthe shared wave to be 
the same as in the many-triad system. Evidently, one must 
also have 8 = £5 and 80 = £50 , As a result, the particular solu
tion ofEq. (5.18) corresponding to single-triad motion is de
termined to within a phase. [We note that Eq. (5.19a) is con
sistent with the requirement that Eqs. (5.9) and (5.16) have 
the same time behavior.] 

We will label the particular solution ofEq. (5.18) which 
we have just identifiedqn and the general solution unqn' Sub
stituting unqn into Eq. (5.18), we find 

Un + (2qn/qn - holbo + !iLi )vn = O. (5.20) 

Integrating Eq. (5.21) twice, we find 

itb 
Un = a -.if exp( - !iLit ') dt' + fJ, 

o qn 
(5.21) 

where a and fJ are arbitrary complex constants. The general 
solution may now be written 

(5.22) 

We may evidently determine b ~ in a precisely analo
gous manner which completes our demonstration. 
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VI. SUMMARY 

This paper is the second in a series of papers discussing 
restricted multiple three-wave interactions. This system ap
pears to be the simplest possible multiply interacting three
wave system involving an arbitrarily large number of waves 
and, as such, provides a useful platform from which to study 
aspects of more general interactions. In this paper, we show 
that a special case of the restricted system, namely that in 
which all coupling coefficients are equal, is integrable for 
arbitrary frequency mismatches. We then use the restricted 
system as a springboard from which to generate integrable 
cases for a more general class of three-wave systems. 
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Parametrizing a planar homogeneous Lorentz transformation P by any timelike or spacelike 
vector b lying in the transformation plane and its transform a=Pb yields a dyadic expression for P 
with several advantages: It provides an immediate solution to the problem of finding a 
homogeneous Lorentz transformation converting a given timelike or spacelike vector into a 
second similar vector. Its manifestly covariant, coordinate-free form is valid in any Lorentz frame 
and reduces easily to coordinate form. It unifies timelike (including boosts), spacelike (including 
pure spatial rotations), and null planar transformations and also orthochronous and 
nonorthochronous planar transformations into a single form; these classifications depend on the 
vectors a and b. Only if a = - b does the expression fail, but then its limit as a_ - b still exists 
and provides a valid expression for P. 

PACS numbers: 03.30. + P 

I. INTRODUCTION 

This paper discusses the properties of a simple expres
sion for planar homogeneous Lorentz transformations, in
cluding pure Lorentz transformations (boosts) and pure spa
tial rotations 1 as special cases, which has several convenient 
features. Its manifestly covariant and coordinate-free form 
makes it valid in any Lorentz frame, and its matrix elements 
are easily found in any Lorentz frame. It unifies timelike, 
null, and spacelike planar transformations and also orthoch
ronous and nonorthochronous planar transformations into a 
single form; other approaches require different forms for the 
different classifications. 1-6 It provides an immediate solu
tion to the problem of finding a planar transformation P 
converting a given timelike or spacelike vector b into a sec
ond similar vector a=Pb, because it parametrizes P in terms 
of just two such vectors. Only if a = - b does the expression 
fail, but then its limit as a_ - b still exists and provides a 
valid expression for P. 

In special relativity a planar transformation is a proper 
homogeneous Lorentz transformation which, under the ac
tive interpretation, changes 4-vectors lying in some 2-flat 
through the origin into new vectors in the same 2-flat and 
which leaves vectors in the orthogonal 2-flat unchanged. A 
2-flat is a two-dimensional plane in flat spacetime and is 
timelike if it intersects the null cone along two null lines, null 
if it lies tangent to the null cone along a single null line, and 
spacelike if it neither touches nor intersects the null cone. 
Planar transformations are timelike (including boosts), null, 
or spacelike (including pure spatial rotations, hereafter sim
ply called rotations) according to the classification of their 
transformation 2_flat. 2

-6 

The next section gives the notation and reviews the pro
perties of a manifestly covariant expression for reflections. 7 

The third section uses these properties to provide a simple 
proof that the expression for planar transformations is al
ways a proper homogeneous Lorentz transformation, der
ives conditions on the vectors a and b for all possible classifi
cations of planar transformations, discusses the properties of 
the expression obtained in the limit a- - b, and shows that 

these expressions are adequate for representing any planar 
homogeneous Lorentz transformation. The final section 
gives several other expressions. 

II. HOMOGENEOUS LORENTZ TRANSFORMATIONS 
AND REFLECTIONS 

Relative to any Lorentz frame a (4-) vector x has compo
nents xl' = (XO; Xi), where Greek indicies run from ° for the 
temporal component to 3 and Latin indices run only from I 
to 3 for the spatial components. The scalar product of two 
vectors is x·y==xI'YI' = gl'vxl'yV, where repeated indices are 
summed and the metric tensor g has gii = - gOO = I, gl'v = ° 
for J.L =1= v in all Lorentz frames. A vector x is timelike if 
X·X < 0, spacelike ifx·x > 0, null ifx·x = Oandx=l=O, and zero 
ifx = 0. 

Under the active interpretation, a homogeneous Lor
entz transformation, abbreviated HL T and symbolized by 
the letters Hand G, is a linear transformation of vectors x 
into new vectors x' = Hx conserving the scalar product: 
x' -y' = x·y. The elements HI' v of H relative to a Lorentz 
frame convert the components of x into those of x' both 
relative to the given Lorentz frame via 

(I) 

These elements are real and are subject to the orthogonality 
conditions 

(2) 

which are equivalent to the requirement that the scalar pro
duct be invariant. Equation (2) implies 

(3) 

and 

(4) 

An HLT is proper if IH I = I, improper if IH I = - 1; it is 
orthochronous if H O

o> I, nonorthochronous if H O
o< - 1. 

It follows from the definition that the product HG rep
resenting the application of two HLT in succession with G 
first is also an HL T and that every H has an inverse H - 1 
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which is an HLT. According to Eq. (2), its matrix elements 
are 

H - Ill" = H"Il. (5) 

Similarity transformations H' = GHG -I yield new HLT 

with IH' I = IH I and TrH' = TrH, where TrH =H Ilil' (If G 
is interpreted passively, then xI" = G ll'll xl' and H Il' v' 

= GIl'IlHIl "G - I" v' give the components of x and the ele
ments of H relative to a new Lorentz frame.) 

The simplest HLT is the identity transformation E with 
Ex = x for all x; it satisfies the invariant scalar product con
dition trivially. In any Lorentz frame the elements of E are 
Ell" = It'" = 8':" and hence one has IE I = 1, TrE = 4, and 
EO ° = 1. This is equivalent to the dyadic expression 

E = It'''elle", (6) 

where ell is a tetrad of orthonormal basis vectors and the 
subscript It on ell indicates which basis vector, not which 
component. However, E is independent of any choice ofba
sis or reference frame, and it will be regarded as a well-de
fined object requiring no dyadic decomposition. 

For any vector b such that b·b ::;60, the dyadic7 

1=1 Ib 1= E - 2bb/b·b (7) 

reflects vectors parallel to b through the origin and leaves 
unchanged vectors orthogonal to b 

Ix = x - 2b·x b /b·b, 

= - x for x = ,pb, 

=x for b·x = O. (8) 

It is an HL T because it is linear and preserves scalar pro
ducts 

x'·y' = (x - 2b·x b /b·b ).ry - 2b.y b /b·b) 

=x·y. 

Alternatively, one may use the component form 

Ill" =It'" - 2b llbJb.b (9) 

to check Eq. (2). Substituting Eq. (9) into the definition for 
the determinant of Ill" yields 

II I=Eaf3rlJaoIf3IJY2I{j3 = - 1, (10) 

where Eaf3r{j is the completely antisymmetric Levi-Civita ten
sor with E0123 = 1. Other properties following from Eqs. (7) 
or (9) are 

and 

TrI =IIlIl = 2, 

I1,pb I = II b I for ,p::;6 0, 

1 2=II=E, 

(11) 

(12) 

(13) 

(14) 

Glib IG- I = 11Gb I· (15) 

If a·a = b·b ::;6a·b, one has (a - b Ha - b )::;60 and 

I(a-bJa=b, 

I1a-bJb=a. (16) 

Relative to any Lorentz frame, Eq. (9) gives 
1°0 = 1 + 2(b °f/b.b. If b is timelike, then b ibi >0 implies 
b·b> - (bOf and (b 0)2/b.b< - 1 so that 1°0< - 1; one has 
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1°0 = - 1 if and only if b i = O. If b is spacelike, it is obvious 
thatro> 1 and that 1°o = I ifand only if b ° = O. If b is null, 
I I b I does not exist. 

III. PLANAR HOMOGENEOUS LORENTZ 
TRANSFORMATIONS 

A 2-flat Y through the origin consists of all vectors 
x = aa + {3b, where a and b are any two linearly indepen
dent vectors in Y and a and {3 are variable scalars.2 A time
like Y intersects the null cone along two null lines and has 
A. =(a.b )2 - a·a b·b > 0; a null Y touches the null cone along 
a single n ullline and has A. = 0; a spacelike Y does not touch 
or intersect the null cone and has A. < O. These classifications 
are invariant under any new choice of basis a' = ala + {3lb, 
b' = a 2a + {32binYaslongasal{32 - azf31 ::;60, whichguar
antees that a' and b' are linearly independent.6 A 2-flat Y 
through the origin has a unique orthogonal2-flat Y· con
sisting of all spacetime vectors which are orthogonal to every 
vector in Y. If Y is timelike (spacelike), then Y· is space
like (timelike); if Y is null, then Y· is null and contains the 
same null line as Y. 

Planar transformations are proper HLT which convert 
vectors in some 2-flat Y through the origin into new vectors 
in Y and leave vectors in the orthogonal 2-flat invariant.2 

Common examples are rotations R and pure Lorentz trans
formations L (boosts). Rewriting the usual formulae for the 
matrix elements of a boost 

LOo = y, 

LOi =Lio= _yVi, 

L ~ = 8; + (y - I)ViVj/V 2, 

where V is an ordinary 3-velocity with magnitude V less than 
the speed oflightc = 1 and y=(1 - V2)-1/2, yields the man
ifestly covariant expression 

LIl" =It'" - 2nllv" + (nil + vIl)(n" + v,,)/(I - n·v), 

where nll=(I; 0,0,0) and vIl=(y; yVi).8 The corresponding 
dyadic form 

L = E - 2nv + (n + v)(n + v)/( 1 - n.v) (17) 

generalizes to 

p=p la,b I==E + 2ab/a·a - (a + b)(a + b)/ 

(a.a + a.b), (18) 

where a and b are linearly independent vectors such that 
a·a = b·b ::;60 and a·a + a·b ::;60. The last inequality guaran
tees that neither a + b nor (I + 2 a·b / a·a) a - b is null or 
zero; hence I I a J, I I b J, I I a + b J, and II (1 + 2 a·b / 
a.a)a - b ) exist. One may check directly by substitution into 
Eq. (7) that 

p la,b) = I1a)I1a + b) 

=I1a+blllb) 

=11(1 +2a·b/a.a)a-b Ilia). (19) 

Since I is an HLT, it follows from the first of these equalities 
and from Eq.(IO) that P is an HLT and that IP I = 1. 
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By Eq. (18), P produces the transformations 

Pb=a, 

Pa = (2a·b la·a)a - b, 

Px = x for a·x = b·x = O. 

(20) 

Hence P is always a planar transformation in the two-flat Y 
through the origin determined by b and a = Pb. It is a time
like transformation T, a null transformation N, or a space
like transformation S according to the classifications of Y 
determined by A = (a.b )2 - (a.af If a = nand b = v, where 
v·v = - 1, Eq. (18) reduces back to Eq. (17) for a boost 

L lvj-P!n,vj. (21) 

This is orthochronous if v°;;, 1 and nonorthochronous if 
v°,;;; - 1. Since V·V = - 1, L ! v j has three essential param
eters. If aO = b U = 0, Eq. (18) reduces to a rotation R. 

One of the advantages ofEq.(18) is that it provides a 
single form for timelike, null, and spacelike planar transfor
mations and for orthochronous and nonorthochronous 
planar transformations. Other approaches require different 
forms for the different classifications. l--{j A second advantage 
is that, according to Eq. (20), it provides a simple solution to 
the problem of constructing an HLT converting a given ti
melike or spacelike vector b into a second, linearly indepen
dent, given vector a, where a·a = b·b. (If a·a = b·b ,#a·b, 
then by Eq. (16) the improper transformation I I a - b } does 
the same. Multiplying either of these solutions by transfor
mations leaving a invariant yields other solutions.) 

Any vector b' in Y 

b' = a 2a + /32b (22) 

TABLE I. Planar homogeneous Lorentz transformations. 

Classification 

Orthochronous timelike 

Null 

Identity la = b ) 

Spacelike 

1- - -

Boost 

r - - -
I Rotation 

spacelike 
r -
I rotation 

Exceptional -----------------1 
I nonorthochronous boost la = - b) L _ _ _ _ _ _ 

nonorthochronous timelike 

1 nonorthochronous boost 
L _ 

Nonorthochronous timelike 
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Symbol 

T 

L 

N 

E 

s 

R 

n 

- ~ - -

T 

such that b I·b ',#0 has the transform 

a'-Pb I = ala + /3l b , (23) 

where a l = 2a2a.b la·a + /32 and/31 = - a2 by Eq. (20). 
They obey 

a'·a' = b '·b' ,#0, 

a'·a' + a'.b 1= b I·b' (a.a + a·b )/a.a,#O, 

and 

a l/32 - afil = b '·b 'la·a,#O. 

The last equation shows that a' and b I are linearly indepen
dent. Hence PIa', b '} exists, and substituting Eqs. (22) and 
(23) into Eq. (18) shows 

Pla',b'j =Pla,b j. (24) 

From this and Eq. (21) it follows that if n lies in the transfor
mation 2-flat of a planar transformation P, then P is a boost. 
Also, the condition a·a = b·b and the arbitrariness of a2 and 
/32 in Eq. (22) imply that only five of the total of eight com
ponents of a and b are essential parameters. 

(18): 

"'=1 

"'= -I 

"'< -I 

The following properties of P follow directly from Eq. 

PI <jJa,<jJb j = P ! a,b j for <jJ ,#0, (25) 

P -Ila,b j = P lb,aj = P la,2a·b ala·a - b), (26) 

[P 2 
_ 2(a·b la.a)P + E][P - E] = 0, (27) 

GP ! a,b j G - I = P I Ga,Gb ), (28) 

TrP = pI" I" = 2(1 + a·b la·a), 

Tr(p2) = [TrP - 2f = 4(a·b la·a). 

P'"," =4 

n'"," =0 

HO 
o 

L
O
o = '" 

NOD>", 

E O
o = 1 

ROD = 1 

noD = 1 

noD = -1 
-no~<,:, 1-
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For the special case (a·b)2 - (a.a)2#0, the reflections 
I I a - b I and I I a - a·b b la·a I exist and one has 

Pla,bl =Ila-bIIla-a.b bla.al (31) 

by Eqs. (7) and (18). 
Relative to any given Lorentz frame, Eq. (18) yields 

pOo = 1 + 1118, (32) 

where 

and 

8==a.a(a·a + a·b )#0 

11 ==a.a(ao + b 0)2 - 2(a.a + a·b )aOb ° 
= la<>JJ - bOaI 2>0, 

(33) 

(34) 

and a and b are the spatial parts of a and b. The condition 
11 = ° holds if and only if a<>JJ = bOa, which is equivalent to 
aOb = bOa. However, a and b must be linearly independent, 
and therefore 11 = ° holds ifand only ifao = b ° = OandPisa 
rotation R. Equations (33), (34), and the three-dimensional 
Schwarz inequality yield 

28 + 11 = (a·a + a·b)2 + lal 21bl 2 - (aob)2 

>(a.a + a·b f > 0. (35) 

Theequality28 + 11 = (a.a + a·b )2 holds ifand only if a = b, 
a = 0, or b = 0, i.e., if and only if Y contains the temporal 
axis so that P is a boost L. 

A timelike planar transformation T = P I a,b I has 
(a.b )2> (a.af > 0. Hence either a·b I a·a> 1 or a·b I a·a < - 1 
must hold. In the first case Eq. (29) yields TrT> 4, Eq. (33) 
yields 8>0, and Eqs. (32) and (35) yield TOo>a.b la·a> 1 so 
that Tis orthochronous. If in addition TOo = a·b la·a, one 
has 28 + 11 = (a.a + a.b)2 and Tis an orthochronous boost. 
The vectors a and b may be both timelike or both spacelike; if 
they are timelike, then they are both future pointing or both 
past pointing. In the second case Eq. (29) yields TrT < 0, and 
Eq. (33) yields 8 < 0. It then follows from Eqs. (32) and (35) 
that TOo<a·b la·a < - 1 so that Tisnonorthochronous. The 
additional condition TOo = a·b la·anowholdsifandonlyifT 
is a nonorthochronous boost. If a and bare timelike, one is 
future pointing and the other is past pointing. 

A spacelike planar transformation S = P I a,b I has 
(a.b f < (a.a)2 and also a·a > 0, since a spacelike 2-flat con
tains only spacelike vectors. It follows that - 1 < a·b I 
a·a < 1, that ° < TrS < 4, that 8> 0, and that Soo> 1. Also, 
SO ° = 1 holds if and only if 11 = 0, i.e., if and only if S is a 
rotation R by the discussion following Eq. (34). 

A null planar transformation N = P I a,b I has 
(a.b)2 = (a.a)2, which reduces to a·b = a·a > 0 because 
a·a + a·b #0 and because a nu1l2-flat contains no timelike 
vectors. Hence one has TrN = 4, 11 > 0, 8 = 2(a.af > 0, and 
N°o>a.b la·a = 1. The last result distinguishes N from E, 
which has E °o = 1. Table I summarizes the classifications of 
planar transformations. 

The classifications ofa given P {a,b ) as timelike, null, or 
spacelike and as orthochronous or nonorthochronous de
pend only on scalar products involving a and b. It therefore 
follows from Eq. (28) and the in variance of scalar products 
that these classifications are invariant under similarity trans
formations. However, for a timelike transformation 
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T =P I a,b I with a and b given, one may pick any timelike 
unit vector VB in the transformation 2-flat Y and define VA 
= Tv B to obtain 

LATLA -I =LAPlvA,VBILA -I =L Ivl (36) 

via Eqs. (24), (28), (20), and (21), where LA =L I VA I and 
v=LAvB.1t also follows from Eq. (29) and the invariance of 
the trace under similarity transformations that 

y=vo = n·vln·n = a·b la·a. (37) 

This construction fails if VA = ± n, but then T is already a 
boost. Thus a similarity transformation by a boost suffices 
for changing a timelike transformation into a boost. 

Similarly, a spacelike transformationS -P I a,b I witha 
and b given has a timelike pointwise invariant 2-flat Y· 
from which one may pick any timelike unit vector v and 
constructL _L Iv) by Eq. (21). Then Eq. (28) implies 

S'=LSL -I =Pla',b'), (38) 

where a'=La and b ' -Lb, and Eq. (20) yields 

S'n = LSL -ILv = LSv = Lv = n. (39) 

I t follows that S ' is a rotation, that a' and b ' are pure spatial 
vectors because Eqs. (39) and (20) imply a'·n = b '·n = 0, and 
that the angle of rotation ¢l of R S ' has 

cos¢J = a'·b 'Ia'·a' = a·b la·a. (40) 

The ambiguity in ¢l due to cos¢J = COS(21T - ¢l ) corresponds 
to the ambiguity in the direction in which b ' rotates into a'. 

If b and a are linearly dependent so that a = ¢lb, then 
the condition a·a = b·b implies a = ± b. Although the de
finition of Pin Eq. (18) requires that b and a be linearly 
independent so as to define a 2-flat, the case a = b causes no 
difficulty because P simply reduces to E. The second possi
bilitya = - b violates the condition a·a + a·b #0 and 
makes Eq. (18) indeterminate, but it still has a meaningful 
limit for a- - b if a and b determine a spacelike or timelike 
2-flat. Given (a·b )2 - (a·a)2 #0 and a # - b, express the vec
tor a as a linear combination of b and any fixed vector e 
which is linearly independent of b and which lies in the 2-fiat 
determined by a and b: 

a =/3b + ye. (41) 

The condition a·a = b·b and the desired limit a- - b as 
y-o require 

/3 = - 1 - yb·elb·b (42) 

to first order in y. Substituting Eqs. (41) and (42) into Eq. (18) 
gives 

n !c,b I =lim [P la,b I] 
y-oO 

= E + 2[b·bee - b·e(be + eb ) 

+ e·ebb ]I[(b·e)2 - b·bc·c], (43) 

where (b.ef - b·be·c#O because band c still determine the 
original timelike or spacelike 2-flat. 

Consider the dyadic expression for n in Eq. (43) for any 
two vectors band c, including null vectors, such that 
(b'C)2 - b·bc·c#O. This inequality implies that band c must 
be linearly independent, nonzero vectors determining a ti
melike or spacelike 2-flat Y. The substitution of 

d YlC + /31b, e=Y2c + /32b, (44) 
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where y IP2 - Y~I =10 so that d and e are linearly indepen
dent and (d·ef - d·d e·e=lO, into Eq. (43) yields 

II =II [c,b ) = II [ d,e) . (45) 

Hence, if c is null, it is always possible to reparametrize II 
with vectors d and e, where d·d =10. Then the vector e - e·d 
dld·d exists, is orthogonaIto d, and is not null or zero. Hence 
I [d ) and I [ e - e·d d I d·d ) exist, and one may check that 

II = II [d,e) = I [d)I [e - e·d d Id·d) (46) 

by Eqs. (7) and (43). It follows that II is a proper HL T. By Eq. 
(43), it produces the transformations 

lIb = - b, IIc = - c 

(47) 

IIx = x for b·x = c·x = O. 

Hence II is a planar transformation reversing the direction 
of all vectors in the two-flat Y determined by band c. Equa
tions (44) and (45) imply that II [b,c) has only four essential 
parameters. 

Equation (43) implies the following relations: 

II [c,b ) = II [b,c) = II-I [b,c J, (48) 

II [yc,fJb ) = II [c,b) for y=lO, P =10, (49) 

II2 -E= 0, 

Gil [c,b )G -I = II [Gc,Gb J, 

TrII =0, 

Tr(II2) = (TrlI- 2)2 = 4, 

and 

II !c,b)II [d,ej = - E, 

(50) 

(51) 

(52) 

(53) 

(54) 

(55) 

where d and e are orthogonal to c and b. For a·a =I ° and 
c·c =I 0, one has 

J!ajI[cj =P[a,2a·c c/c·c-a) for a·c=l0 (56) 

= II [a,cj for a·c = ° (57) 

by Eqs. (7), (18), and (43). If a·a = b·b =I 0 and 
(a.b)2 - (a.a)2=10, then Eqs. (18) and (43) give 

P[a,bj =II[a,bjP[ -a,bj =P[a,-bjlIla,bj. 

(58) 

Under the same conditions, Eqs. (58) and (55) imply 

-P[a,b j =IIld,ejPI-a,b j, (59) 

where d and e are orthogonal to a and b. 
Relative to any Lorentz frame, Eq. (43) gives 

II o
o = 1 - 2T]1{j, (60) 

where 

and 

T]=b.b (CO)2 - 2b·cb °eo + e-c(b 0)2 

= le~ - bOcl;;.O. 

(61) 

(62) 

As before, one has T] = ° if and only if band e are pure spatial 
vectors. The Schwarz inequality provides 

T] - {j = Ibl21cl 2 - (boC)2;;.O, (63) 
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where the equality holds if and only if the transformation 
plane contains n. The condition {j > ° that the transforma
tion plane be timelike thus implies IIo 0< - 1, and 
II °o = - 1 implies that the transformation plane contains n. 
The condition {j < 0 for a spacelike plane implies II °0;;.1, and 
II o

o = 1 implies that the transformation is a rotation by 1T 

radians. Table I also includes these classifications. 
Suppose that H is an HL T possessing at least a 

pointwise invariant 2-flat Y· through the origin; then one of 
the following constructions expresses Has E, P, or II if 
IH I = 1 or as I if IH I = - 1. These constructions use the 
simple results 

Hr = rand r·b = ° imply r.(Hb) = 0, (64) 

because r·(Hb ) = (H - 1 r).b = r·b = 0, and 

Hb = ¢b and b·b =10 imply ¢ = ± 1, (65) 

because (Hb ).(Hb ) = b·b. 
Case 1: Let Y· be timelike or spacelike and pick any 

two linearly independent vectors x and y in Y·. If at least 
one of them, say x, is not null, define 

r==x, s y - x·yxlx·x; 

if both are null, define 

r==x + y, s==x - y. 

Then rand s are linearly independent, orthogonal, timelike 
or spacelike vectors in Y· with Hr = rand Hs = s. Similar
ly, construct two linearly independent, orthogonal, timelike 
or spacelike vectors band e in Y, the timelike or spacelike 2-
flat orthogonal to Y·. If Hb is linearly dependent on b, Eq. 
(65) gives Hb = ± b; otherwise, Hb is linearly independent 
ofb. 

Subcase A: Let Hb = b. Since b, c, r, and s are ortho
gonal and not null, they form a basis. Hence Eq. (64) implies 
He = ¢c, where ¢ = ± 1 by Eq. (65), and one has either 
H=Eor H=IlcJ. 

Subease B: LetHb = - band defineH I =1 [b J H. Then 
H I satisfies the conditions for Subcase A by Eq. (8), and it 
follows that H' = E and H = I [b j by Eq. (14) or that 
H' = I [ c J and H = I [b I I [e I = II [ b,c I by Eq. (57). 

Subease C: Let a==.Hb be linearly independent of b. 
Then one has a·a = b·b =10 and also (a·b f - (a.af=lO, be~ 
cause a is in Y by Eq. (64) and Y is not null. It follows that 
a·a + a·b =10 and thatP la,b} exists. Forcusee=a - a·bb/ 
b·b, which exists in Y, is not null because 
e·e = [(a.af - (a·b )2]/a.a=lO, and is orthogonal to b. Then 
H' =P - II a,b I H satisfies the conditions for Subcase A by 
Eq. (20), and one has H' = E or I I a - a·b b I b·b I. It follows 
that either H = P [a,b j or H = P I a,b j J! a - a·b b I 
b·b I = I [ a - b I by Eq. (31). 

Case 2: Let y* be a nu1l2-flat and pick from it any two 
linearly independent vectors x andy; hence they must satisfy 
(X.y)2 - x.y y.y = O. This equation and the fact that x'y=lO 
for two linearly independent null vectors imply that x and y 
cannot both be null. Hence at least one of them, say x, is not 
null. Define the vectors 

z y - x·y xlx·x, r==x - n·x zln·z. 

Then z exists in Y*, is null, and is orthogonal to x; conse-
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quently, r exists in y* and is a spacelike vector orthogonal 
to n and z. It also follows that Hz = z and Hr = r. The 2-flat 
Y orthogonal to y* is null and also contains z, and one can 
similarly construct a spacelike vector b in Y which is ortho
gonal to n, z, and r. Then the vectors n, z, b, and r are linearly 
independent and form a basis for spacetime. As in Case 1, 
one has Hb = ± b or else Hb is linearly independent of b. 

Subease A: Let Hb = b. Equation (64) implies that 

Hn = vn + tz +/3b +pr 

has /3 = p = O. Then z·n = (Hz).(Hn) = z.(Hn) = vz·n yields 
v = 1, and - 1 = (Hn).(Hn) = (n + tz).(n + tz) yields 
t = O. Hence one hasHn = nand H = E. 

Subease B: LetHb = - band defineH I =] I b J H. Then 
H I satisfies the conditions of Subcase A by Eq. (S), and it 
follows that H I = E and H = ] I b J. 

Subease C: Let a==.Hb be linearly independent of b. If 
a·a + a·b #0, then PI a,b J exists, H I=P -II a,b JH must 
equal E by Eq. (20) and subcase A, and H = P I a,b J. If 
a·a + a·b = 0, one has (a - b Ha - b ) = 4a·a = 4b·b #0. 
Hence] la - b J exists,H ' ] la - b JHmustequalEbyEq. 
(16) and Subcase A, and H = ] I a - b J. This completes the 
constructions. 

IV. OTHER EXPRESSIONS FOR PLANAR 
TRANSFORMATIONS 

Although the forms for P and II given by Eqs. (IS) and 
(43) are together sufficient for expressing any planar HLT, 
other forms are sometimes useful. For example, if 
a·a = b·b #0 and (a.b )2 # (a.a)2, define 

and 

a=a·b /a·a ± [(a.b /a.a)2 - 1P12, 

zl=aa-b, 

z2=a/a - b (66) 

so that a#O or ± 1 and Z)'ZI = Z2'Z2 = O. Hencezl andz2 
are linearly independent null vectors, and Eq. (66) is inverta
ble: 

a = (Zl + z2)1(a - a-I), 

b = (a-Izl + az2)1(a - a-I). (67) 

Substituting these results into Eq. (IS) yields 

P la,b J = E + [(a - 1)zlz2 + (a-I - l)zzZl]/zl,z2 (6S) 

with 

PzI = azl, Pz2 = Z2/a. (69) 

If P {a,b J is timelike, then a, z I' and Z2 are real.If P {a,b J is 
spacelike, one has aa* = 1 and Z2 = Zl*' where * here de
notes complex conjugation. 

Alternatively, one can express P {a,b J in terms of z I and 
busing Eq. (66). This is most useful for null P {a,b J, which 
have a·b = a·a so that Eq. (66) yields 

a= 1, 

z==z I = Z2 = a - b, 

and 

z·z = z·a = z·b = O. (70) 

Eliminating a from Eq. (IS) yields 
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N ==.P {a,b J = E + (2zb - 2bz - zz)12b.b, (71) 

with 

Nz = z, Nb = b + z. (72) 

The antisymmetric part ofEq. (IS) for PI a,b J is the 
bivector 

A =(P la,b J - P Ib,aJ)l2 
= (ab - ba)/a.a. (73) 

Noting that 

A 2 = [a.b (ab + ba) - a.a(aa + bb ))/(a.a)2 (74) 

and 

Tr(A 2) = 2[(a.b /a.a)2 - 1], 

one obtains from Eq.(lS) 

(75) 

Thus the statement5
•
6 that the antisymmetric part of P deter

mines P is not quite correct because of the ambiguous sign in 
the denominator of the third term of this equation. The am
biguity is due to the fact that P I a,b J and P I - b,a J , when it 
exists, have the same antisymmetric bivector A; for example, 
a rotation by ifJ radians about the z axis has the same A as a 
rotation by 1T - ifJ radians about the z axis [i.e., sinifJ 
= sin(1T - ifJ )]. According to Eq.(75), Pis spacelike for 

Tr(A 2) < 0; then the positive sign in Eq. (76) corresponds to 
o <ifJ<1T/2 and the negative sign to 1T/2 < ifJ < 1T, where ifJ is 
given by Eq. (40). The transformation Pis timelike for 
Tr(A 2) > 0, and it is orthochronous for the positive sign and 
nonorthochronous for the negative sign. For Tr(A 2) = 0, the 
transformation is null and exists only for the positive sign. 
Equation (76) differs from the various expressions given by 
Bazanski5 and by Rao, Saroja" and Ra06 in that A is con
structed from a pair of unnormalized and nonorthogonal 
vectors rather than from an orthonormal pair. As a result, it 
contains no extra scalar paremeter for the angle or pseudo
angle of the transformation and it is able to represent all 
three classifications of planar transformations. 

For a = ± b, one has A = 0 and Eq. (74) yields P = E 
for the positive sign and is in determinant for the negative 
sign, exactly as for Eq. (IS). The singularity may again be 
removed by taking the limit a--'> - b on a timelike or space
like 2-flat. This yields 

II = E - A 2/Tr(A 2), (77) 

whereA ==.eb - be and e and b are linearly independent vec
tors in the 2-flat. Rao, Saroja, and Ra06 give a similar expres
sion for the spacelike case only. 

V. CONCLUSIONS 

It has been shown thatthe dyadic P I a,b J defined in Eq. 
(IS) and its limit II I c,b J as a--'> - b given by Eq. (43) are 
always planar transformations and that they are sufficient 
for representing any planar transformation regardless of its 
classification as timelike, null, or spacelike or as orthochron
ous or nonorthochronous. These classifications depend only 
on the vectors a and b or e and b as summarized in Table I. 
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Rao, Saroja, and Rao6 prove that the equation 

TrH= 1 +5/2, 

where 5 is the sum of all principal minors of second order of 
H, is a necessary and sufficient condition for a proper orth
ochronous HLT to be planar. Equations (30) and (54) give a 
slightly simpler form of this condition 

and show that it is a necessary condition for nonorthochron
ous proper planar transformations as well. A future article 
will discuss its sufficiency and provide methods for decom
posing an arbitrary HLT, including improper and nonorth
ochronous HLT, into the product of various pairs of planar 
transformations or reflections. 
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The definition of the total nonabelian charge ("color") in a classical Yang-Mills theory is shown 
to require a careful analysis of the boundary conditions at infinity imposed on the potentials and 
on gauge transformations. The color current of a nonabelian plane wave is found to be different 
from zero in the transverse gauge, though it vanishes in the null gauge. The color charge of a single 
pole, described by the Lienard-Wiechert potentials, is constant by virtue of the Yang-Mills 
equations. An approximate computation indicates that the total color charge of a system of 
particles may change in time, as a result of radiation. To make this result meaningful, it is 
necessary to find a method of fixing the allowed gauge transformations to those having a 
direction-independent limit at infinity. 

PACS numbers: 03.50.Kk 

I. INTRODUCTION 

In a classical gauge theory of the Yang-Mills type, 
sources of the field have a nonabelian charge density. More 
precisely, the sources are described by a 3-formj with values 
in the Lie algebra of the structure (gauge) group. If the group 
is nonabelian, the current} does not, by itself, satisfy a differ
ential conservation law; it has to be supplemented by another 
current i constructed out of quantities referring only to the 
gauge configuration. The latter current may be interpreted 
as representing the density of the nonabelian charges resid
ing in the gauge field itself. We use the name "color" for this 
nonabelian charge, but our considerations have little, if any
thing, to do with chromodynamics. Our nonabelian charges 
may equally well be associated with "flavors" and, in parti
cular, the charges occurring in gauge theories of weak inter
actions. 

One expects that, upon integration of i + } over a space 
region n, it should be possible to find its total color content. 
By means of the Gauss law, the total color is represented as 
the flux, across the boundary of n, of the Lie-algebra-valued 
electric field. The problems considered in this paper are the 
following: What is the dependence of the total color on the 
choice of gauge? Can the total nonabelian charge of a system 
of particles change in time, as a result of radiation? Both 
these problems have analogs in Einstein's theory of gravita
tion. The question of color radiation is analogous to that of 
gravitational radiation. From this point of view, the Yang
Mills theory may be considered as a simplified model of gen
eral relativity. 

The nature of the difficulties one encounters when try
ing to define total color, even in the static case, can be seen as 
follows. Consider a gauge potential A, function of the spheri
cal coordinates r,(J,cp. For an isolated system, one expects 
that, at large distances, 

(1.1) 

and the corresponding electric field E is of order 0 (r- 2). If A 
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is replaced by its gauge transform A I = S -lAS + S .-ldS, 
then E changes into E' = S - I ES. A gauge transformation 
function S satisfying 

S (r,(J,cp) = a((J,cp )[J + 0 (r-I)] (1.2) 

is compatible with (1.1) because A I = a - IAa + a -Ida 
+ 0 (r-2) and a-Ida = 0 (r- I). This transformation, how

ever, induces such a change in E, 

(1.3) 

that the flux of E I bears no simple relation to that of E. In the 
theory of general relativity, a similar problem occurs, but is 
not as acute as in the case of the Yang-Mills theory. I In 
Einstein's theory, the coefficients r of a linear connection 
constitute an analog of A: they transform under changes of 
the local frames in a manner similar to A. There is also an 
important difference: the Yang-Mills equations contain sec
ond derivatives of A, whereas r appears in Einstein's equa
tions differentiated only once. As a result, for a static config
uration, r falls off faster, r = 0 (r- 2

), and an arbitrary 
function a occurring in (1.2) is not allowed here. 

Presumably, the arbitrary function a can be eliminated 
by a more detailed analysis of the gauge potentials. For ex
ample, if it can be shown that the 1/ r part of a static potential 
is spherically symmetric, then one can restrict a by requiring 
that the spherical symmetry be explicit. 

In this paper, we leave aside the question of how the 
direction-dependent gauge transformation can be eliminat
ed and concentrate on the study of the dynamics of Yang
Mills fields in the wave zone. The purpose of the work is to 
determine the rate of change of a "retarded" total color 
charge. We use an asymptotic expansion method developed 
for the study of gravitational radiation by Bondi, et al. 2 and 
Sachs. 3 The method has also been used in the context of the 
Yang-Mills theory to prove peeling-off theorems for gauge 
fields. 4 

II. NOTATIONs 

All gauge configurations considered here are defined on 
the Minkowski space R4 with its standard metric 
g JlV dx Jldx v = dt 2 - dx2 - dy2 - dz2 and orientation given 
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by the volume 4-form dt 1\ dx 1\ dy 1\ dz. A Lie group G is 
assumed to be the structure (gauge) group of the theory and 9 
denotes its Lie algebra. A gauge potential A is a g-valued 1-
form on R4

, 

A =A~e; dxi", (2.1) 

where (e;) is a linear basis in g. The field strengths are 

F=dA +HA,A] =!F~Adxi"l\dxv. (2.2) 

The four-dimensional Hodge dual of F is denoted by F. 
If Fis represented in terms of its electric and magnetic com
ponents, 

then 

F = dt 1\ (Ex dx + Ey dy + Ez dz) 

- Bx dy 1\ dz - By dz 1\ dx - Bz dx 1\ dy, (2.3) 

F = Ex dy 1\ dz + Ey dz 1\ dx 

+ Ez dx 1\ dy + dt 1\ (Bx dx + By dy + Bz dz). 
(2.4) 

The Yang-Mills equations are 

dF + [A,F] = 41Tj, (2.5) 

wherej is the g-valued 3-form describing the sources. 
If S:R4---+G is a function corresponding to a gauge trans

formation, then 

A' =S-IAS+S-ldS and F' =S-IFS (2.6) 

are the transformed potential and field strengths, respective
ly. 

If G is either abelian or semisimple and compact, then 
its Lie algebra 9 is compact. i.e., it admits a scalar product, 
9 X g:3 (X,Yj.---.-(X I Y)E R, which is invariant, 

([Z,x] I Y) + (X I[Z,Y)) = 0 for any X,Y,ZEg, (2.7) 

and positive-definite. If Gis semisimple and compact one 
can indeed take the (negative of the) Killing-Cartan form on 
9 as such a scalar product. By applying (2.7) it is straightfor
ward to prove the following: 

Lemma: If the elements X and Y of a compact Lie alge
bra are such that [X, y) = X, then X = O. 

If(e;) is a linear basis in g. then X may be written asX;e; 
and 

(X I Y) = hijXiX j, 

where 

hi) = (ei lej)' 

(2.8) 

(2.9) 

The structure constants of 9 relative to (e i ) are defined by 
k [ei.ej ] = cijek 

and the condition of in variance (2.7) is equivalent to 

hk,cL + hjlC~k = O. (2.10) 

The two-dimensional unit sphere S2 has a metric 
de 2 + sin2e drp 2 and a surface element de 1\ sin e drp. The 
two-dimensional Hodge dual on S2 will be denoted by a star; 
thus 

* 1 = de 1\ sin e drp. * de = sin e drp, 
*sinedrp= -de. (2.11) 

There exist a few useful relations between four-dimensional 
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and two-dimensional duals. Let r = (x2 + y2 + r)I/2 and 
u = t - rbethe "retarded time." In coordinates (u,r,e,rp )the 
Minkowski metric is du 2 + 2 du dr - rIde 2 + sin2e d'1?) 
and dt 1\ dx 1\ dy 1\ dz = du 1\ dr 1\ rdO 1\ r sin e drp. 
One easily shows that, for any I-form a on S2' linear in de 
and drp, the 4-dual of du 1\ a is equal to du 1\ * a, whereas 
the 4-dual of dr 1\ a is - (du + dr) 1\ *a. Similarly, the 4-

dual of du 1\ dr is * r. 

III. THE CONSERVATION LAW 

It is clear from the Yang-Mills field equation (2.5) that 
the currentj of the sources is not conserved by itself: in gen
eral dj :;1=0. The "total current" 

J = j - (1/41T)[A,F] (3.1) 

is conserved, 

dJ=O, (3.2) 

but contains a highly gauge-dependent field contribution, 

i= - (l/41T)[A,F], (3.3) 

analogous to the pseudotensor of energy and momentum of 
the gravitational field in Einstein's theory. Let l:R be the 
surface (boundary) of a ball.f1 R C R3 of radius R. The total 
nonabelian charge q contained in .f1 R at time t may be for
mally defined as 

q(t,R ) = i J at t = const. (3.4) 
flR 

and, by virtue of Eq. (2.5), expressed as a surface integral, 

q(t,R) = (l/41T) f F at t = const. JI. R 

(3.5) 

The Gauss law (3.5) is analogous to the expression of total 
energy and momentum of a gravitational configuration by 
means of a surface integral of the Von Freud superpotential. 
The rate of change of color, q = aqlat is given by 

q(t,R ) = f ~ J i at t = const. JI. R at 
(3.6) 

provided that the sources are spatially bounded and R is 
sufficiently large so thatj = 0 on l:R' If both A and F tend to 
o sufficiently fast as R ---+ 00, then 

q c< (t ) = lim q(t,R) (3.7) 
R~oo 

is well-defined and conserved by (3.6), q 00 (t) = O. It is 
known, however. that such a description is not adequate 
when radiation is present. In this case, one expects a suitably 
defined total charge to change in the course of time and both 
A and F to behave as 1/r at large r. Making use of the retard
ed time u = t - r, one can define 

qre' (u) = lim q(u + R.R ). (3.8) 
R~oo 

The charge qre' , which is defined on the "future null infinity" 
in the sense of Penrose,6 may depend on u even though 
qoo (t) = O. 
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IV. TWO SIMPLE EXAMPLES 

The current i, describing the color carried by a classical 
gluon wave, depends on the choice of gauge to such an extent 
that it may always be reduced to 0 at a spacetime point. 
Moreover, in special cases it may be zero throughout space
time even though the corresponding solution of the Yang
Mills equations is believed to represent a truly colored wave. 
This difficulty will be illustrated on the following. 

Example (i): Let u = t - z and let H be a g-valued func
tion of x, y, and u. The potential7 

A =Hdu (4.1) 

is a solution of the sourceless Yang-Mills equations if, and 
only if, H satisfies the Laplace equation in x and y, 

.JH= O. (4.2) 

In particular, the solution H = a(u).x + b (u)y corresponds to 
Coleman's nonabelian plane waves. 8 It follows from (4.1) 
that the field and its dual are 

F= dx- +dy- A du, ( 
aH aH) 
ax ay 

V' (aH aH) F= dy- -dx- A du 
ax ay 

(4.3) 

so that [A,F] = 0 and the current i vanishes. Consider now 
the same configuration in a different gauge, defined as fol
lows. Let Sbe a G-valued function ofx,y, and u, defined as a 
solution of the equation 

. . as 
S-'S+S-'HS=O, whereS=-. 

au 
(4.4) 

The potential A ' obtained from the potential (4.1) by trans
forming it with Sis 

A ' = M dx + N dy, 

where 

M=S-' as and N=S-' as. 
ax ay 

The transformed field strengths are 

F' = du A (M dx + N dy), 

F' =du A (Mdy -Ndx) 

and 

(4.5) 

(4.6) 

(4.7) 

41Ti' = - [A ',F'] = ([M,M] + [N,N])du A dx A dy. (4.8) 

In the transverse gauge (4.5) the current i' has a structure 
similar to that of the stress-energy vector-valued 3-form tl" 
given by 

.. .. au 
81Ttl' = -((MIM)+(NIN))-du A dx A dy. 

ax I' 
(4.9) 

The solution given by Eqs. (4.2)-(4.6) may be thus inter
preted as representing a wave, moving with the velocity of 
light, endowed with energy and color densities proportional 
to(MIM) + (NIN)and[M,M] + [N,N],respectively.From 
the appearance of the commutators in (4.8) one infers that 
radiation of color-if it exists-is a nonabelian pheno
menon, requiring time-dependent and noncommuting 
sources. 
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A single pole particle of color q might radiate its charge 
away if [q,q] could be different from 0, but this is not the case, 
as follows from: 

Example (ii)9: Let zl'(s) be the coordinates of a timelike 
word line z, parametrized by its proper time s. One defines 
two functions u and r on the Minkowski space R4 as follows. 
For any f'ER4,let u(f') be the value of s corresponding to the 
intersection of the word line z with the past-oriented light 
cone of vertex at f' and let 

r(f') = g I'v(f' I' - zl'(u))ZV(u). (4.10) 

Consider a pole particle of an a priori time-dependent color 
q(U)Eg moving along z. The Lienard-Wiechert potential, 

A =q(u)r-'zl'(u)df' 1', (4.11) 

is well-defined outside z, i.e., for r# 0, and the Yang-Mills 
equation in that region implies 

q + [q,q] = o. (4.12) 

Assuming that G compact, one obtains from the lemma 

q=O. (4.13) 

This implies i = 0 so that the wave corresponding to (4.11) is 
colorless, although it transports energy. 

V. BOUNDARY CONDITIONS AND GAUGE 
TRANSFORMATIONS 

The formal definitions of q, Eqs. (3.4) and (3.5), have 
little meaning because of their unwieldy gauge depen
dence.,,10 The total nonabelian charge should be an element 
of the Lie algebra g, defined up to "global gauge transforma
tions," i.e., up to replacements of qEg by a-Iqa, where aEG. 
If q is so defined, then one can construct out of it invariants, 
such as (qlq), which provide gauge-independent, global char
acteristics of the system. A possible way of obtaining such a 
definition is suggested by the theory of general relativity 
where one considers total energy contained in "all of space" 
and expresses it by a surface integral over "a sphere at infin
ity." This is equivalent, in our case, to taking limits of q as 
R~oo, such as those given by Eqs. (3.7) and (3.8). Ifit can be 
shown that gauge transformation functions S may be mean
ingfully restricted to those having for R~oo a limit indepen
dent of the direction along which one goes to infinity, then 
the limit of the surface integral (3.5) provides a total charge 
transforming, under changes of gauge, in the desired man
ner. The class of allowed gauge transformations depends on 
gauge configurations under study. In particular, in the case 
we consider, the asymptotic behavior (R~oo) of the gauge 
transformation functions should be adapted to that of the 
potentials. 11,12 

We shall make a specific assumption about the behavior 
of the potentials at large distances from the sources. The 
assumption may be justified by reference to what is known in 
linear field theories and by the successes of a similar hypoth
esis in the theory of gravitation. 

From now on we shall use exclusively coordinates 
u = t - r, r, e, and rp, with respect to which the Minkowski 
metric is du 2 + 2dudr - rIde 2 + sin2e drp2). We consider 
gauge configurations which may be described by potentials 
of the form 13

: 
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(5.1) 

where each A k is a g-valued form linear in du, dr, r de, and 
r sine dq;, with coefficients depending only on u, e, and q;. In 
particular, 

A I = K du + L dr + rw, (5.2) 
where 

w = M de + N sine dq; (5.3) 

and K, L, M, and N are g-valued functions of u, e, and q;. The 
form (5.1) is related to, but not equivalent with, the property 
of the solution to represent outgoing waves and to satisfy the 
Sommerfeld radiation condition. 3

,14 The field strengths cor
responding to (5.1) admit a similar expansion, 

(5.4) 

where 

FI =du 1\ (Ldr+riu) (5.5) 

and the dot denotes, from now on, a derivative with respect 
to u. We might have included in (5.1) a term of the form 
H (u,e,q;) du, which would have contributed to Fl' Such a 
term can, however, be gauge transformed, and absorbed in 
w, in a manner similar to what has been done in Example (i) 
of Section IV. 

A gauge transformation induced by a function of the 
form 

S = a(e,q; )[1 + r- la(u,e,q; ) + ... ] (5.6) 

preserves (5.1). If gauge-transformed quantities are distin
guished by primes, then 

K' = a-IKa + it, L' = a-ILa, 

w' = a-Iwa + a-I da. 

(5.7) 

(5.8) 

It is important to note that, a priori, a may be an arbitrary 
smooth function on S2' The occurrence of such a/unction 
makes it difficult to define the total nonabelian charge: at 
large distances, the field strengths F transform according to 
F' = a-IFa. In particular, the radial component e of the 1/ 
r part of the electric field transforms in this way. Therefore, 
its surface integral may be changed, essentially at will, by 
choosing an appropriate function a. IO

,12 

In addition to the "generic" transformation functions 
(5.6) there may be some special ones, also preserving (5.1). 
For example: 

(i) If c is a central element of g, then S = exp(c logr) 
induces the change AI---+A ' = A + cr- I dr. Transformations 
of this form are used to eliminate the r-IL dr term from the 
electromagnetic potential. 

(ii) If G contains SL(2,lR) as a subgroup, then its Lie 
algebra admits two nonzero elements X and Y such that 
[X,Y] = X. The potential A = r-I(Xu + Y) dtisasolutionof 
the Yang-Mills equations of the form (5.1).9 The function 
S = exp(tX) transforms it, however, to the Coulomb form 
A' = r-IYdt. 

VI. THE ASYMPTOTIC EXPANSION 

We now consider in more detail the asymptotic behav
ior of a gauge configuration produced by localized, time-
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dependent sources. IS We assume that the currentj falls off, 
at large distances, as r- 4 or faster. In analogy with (5.2) we 
write 

A2 = Pdu + Qdr+ nr, (6.1) 

where 1T is a g-valued I-form linear in de and dq;; P, Q, and 
the coefficients of 1T depend on u, e, and q;. 

Under the generic gauge transformations (5.6), the form 
w behaves like a gauge potential on S2' One can associate 
with it a field strength, 

d 'w + Hw,w] = - Brde 1\ sine dq;, (6.2) 

where d' denotes the restriction of the exterior derivative to 

S2' 

1 a. 1 aM 
- Br = --Nsme- -- + [M,N).(6.3) 

sine ae sine aq; 

Moreover, for any u-dependent, g-valued differential form 
cJ> = cJ> iei on S2' transforming as cJ> ~-IcJ>a under (5.6), 
one defines its gauge derivative with respect to w as 

DcJ> i = d 'cJ> '+ C)kwi 1\ cJ> k, (6.4) 

Let '/I denote the left-hand side of the Yang-Mills equa
tions (2.5). The g-valued 3-form '/I may be written as 

'/I = r(R du + U dr) 1\ de 1\ sine dq; 

+ du 1\ dr 1\ rE, (6.5) 

where Rand U are g-valued functions and E is a g-valued 
form, linear in de and dq;. If the expansions (5.1) and (5.4) are 
introduced, then 

~ 

R = L r- kRk' 
k~1 

~ 

U= L ,-kUk , 

k~1 

and 
00 

~ -k
L r ':;k' 
k~1 

(6.6) 

where the quantities with subscripts are constant along the 
null rays u,e,q; = const. The Yang-Mills equations without 
sources are now equivalent to the infinite system 
Rk = Uk = Ek = 0, k = 1,2, .. ·. Among these equations we 
consider all those which involve only A 1 and A 2• 

In the lowest order (k = 1), U I and EI are identically 
zero and 

RI=L (6.7) 

For k = 2 one obtains the following: 

U2 =L + [L,L]. (6.8) 

Let us assume from now on that g admits a positive-definite, 
invariant scalar product. Remembering the lemma, one ob
tains from U2 = 0 

(6.9) 

Equation (6.9) will be assumed to hold from now on. The 
equation R2 = 0 is equivalent to 

(6.lO) 

where 

Er = Q + K + [K,L ). (6,11) 

The function a occurring in the gauge transformation (5.7) 
may be used to reduce K' to zero so that E; = Q'. Such a 
choice of gauge may be convenient in computations, but will 
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not be adopted here because it requires time-dependent po
tentials for a static, Coulomb-like configuration. The equa
tion .£2 = 0 is equivalent to 

[L,w] = 0 

and U3 = 0 gives 

D * DL = [L, * E, ] . 

(6.12) 

(6.13) 

Since the invariant scalar product of L with [L, anything] 
vanishes, Eq. (6.13) implies 

h· L iD * DL j = 0 
I) 

(6.14) 

or, equivalently, 

d (h. L i * DL j) - h .DL i 1\ * DL j = O. 
IJ I) 

(6.1S) 

The invariance condition (2.10) has been used, in conjunc
tion with Eq. (6.4), to go over from (6.14) to (6.1S). By inte
grating both sides of Eq. (6.1S) over S2 and taking into ac
count that h is positive definite, one obtains 

DL=O 

so that Eq. (6.13) reduces to 

[L,E,] = O. 

The last equation one has to consider is .£3 = 0, or 

iT' + [iT',L] = !(DK + [DK,L j + * DB, 

(6.16) 

(6.17) 

- ~DQ- [w,Q]). (6.18) au 
It follows from (6.9) and (6. 16) that IlL 112 = (L IL ) is constant; 
if it is nonzero then one can define the projection q L of color 
in the direction of L by 

41TqL = r (*E,IL )/IIL II. (6.19) Js, 
Since L transforms according to (S.7), the integral (6.19) is 
well-defined (gauge-independent). Moreover, from Eqs. 
(6.10) and (6.16) is follows that qL does not depend on u. The 
same is true ofthe "magnetic" (dual) charge mv 

41Tm L = r (*B,IL)lIILII. Js, (6.20) 

For completeness, we give the explicit form ofthe l/r 
and l/r terms in the field strengths after the field equations 
(6.9) and (6.16) have been taken into account: 

F= du 1\ w + r- 2E, du 1\ dr 

+ r-' du 1\ (iT' - DK) - *B, + O(r- 3
). (6.21) 

It is clear from (6.21) that r- 2E, and r- 2B, are the radial 
components of, respectively, the electric and magnetic l/r 
parts of the field strengths. 

All solutions to our equations can be divided into two 
classes depending on whether L #0 or L = O. 

(i) If L #0 then one can choose (6.9), (6.10), and (6.16)
(6.18), with E, defined by (6.11), as independent equations. 
This is a rather strong system of equations: e.g., for 
G = SU(2) it implies that E" B, and ware all parallel to L. 

E. T. Newman raised the following problem: Are there 
solutions of the Yang-Mills equations, of the form consi
dered in this paper, for which L cannot be reduced to zero by 
a gauge transformation? We have no complete answer to this 
question, but wish to make the following comments. 
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(a) The Lorentz condition iA = 0 implies the following 
restriction 

E, =L + [K,L] + *d'*{]) 

which is incompatible with L = 0 if q#O. 
(b) If the gauge potential is of the form 

A = r-'L dr + (]) +A, 
Eq. (6.16) holds, and if 

[L,A] = 0, 

then the gauge transformation induced by 

(6.22) 

(6.23) 

(6.24) 

S = exp( - L log r) (6.2S) 

eliminates the L term without affecting (]) and A, i.e., 

S -'AS + S - IdS = (]) + A. (6.26) 

One cannot however, expect (6.24) to hold in general and 
S - 'AS may contain log r terms prohibited by the assump
tion inherent in Eq. (S.I). 

(c) The analog of L vanishes for the Robinson-Traut-
man solutions '6 of Einstein's field equations. 

(ii) If L = 0 then the field equations reduce to only two, 

Q + k = * D*w, (6.27) 

iT' = ..l (DK + * DB, - ~ DQ - [w,Q ]). (6.28) 
2 au 

Given arbitrary K and (]) one can integrate (6.27) and (6.28) to 
find Q and 1T, respectively. Formally, the total (retarded) col
or charge and its rate of change may be computed from 

41Tqret (u) = r * E, = r (0 + K )de 1\ sin e dq;;, Jsz Js2 

(6.29) 

41T11ret(u) = r D*w = r [{]),*wj. Js, Jsz 

(6.30) 

The significance of these formulas is limited by the oc
currence of the arbitrary function a: S2-G in the gauge 
transformation (S.6). The function a can be restricted to be a 
constant if (i) the solution is spherically symmetric, or (ii) 
A = 0 (r- 2

), i.e.,A, = O. In the case of the Lienard-Wiechert 
solution one also does not encounter a difficulty because of 
the spherical symmetry of the Coulomb, r- 2 part of the field 
in each of the instantaneous rest systems of the particle. 
These simple examples suggest that it may be possible to 
eliminate the direction-dependent function a by reference to 
some properties of the gauge configurations, e.g., those at 
past or future infinity. 
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For a wide class of self-adjoint Schrodinger Hamiltonians, a detailed description of the time 
evolution kernel is obtained. In a setting of a d-dimensional Euclidean space without boundaries, 
the Schrooinger Hamiltonian H is the sum of the negative Laplacian plus a real-valued local 
potential v(x). The class of potentials studied is the family of bounded and continuous fu~ctions 
that are formed from. the Fourier transforms of complex bounded measures. These potentlals are 
suitable for the N-body problem, since they do not necessarily decrease as Ix I ~ 00 • An asymptotic 
expansion in the complex parameter z, around z = 0, is derived for the family of kernels ~z(x,y) 
corresponding to the analytic semigroup {e - zH:Re Z > O}, which is uniform in the coordmate 
variables x and y. The asymptotic expansion has a simple semiclassical interpretation. 
Furthermore, an explicit bound for the remainder term in the asymptotic expansion is found. The 
expansion and the remainder term bound continue to the time axis boundary z = it Hi (t io 0) of the 
analytic semigroup domain. 

PACS numbers: 03.65. - w 

I. INTRODUCTION AND SUMMARY 

Suppose H is the generator of time evolution for the N
body Schrodinger problem in nonrelativistic quantum me
chanics. This paper investigates kernel representations of the 
analytic semigroup family 

{e - zH:zEC,Re z> O} (1.1) 

as well as that of the time evolution operator family 
{e - ill/Ii)H:tER, t ioO}. In particular, a uniform asymptotic 
expansion in powers of z of the semigroup kernels is found. 
Because the coefficient functions of the asymptotic expan
sion are polynomials in Planck's constant h, the asymptotic 
expansion may be interpreted as a semiclassical expansion in 
the limit h-D. 1--4 The asymptotic expansion is accompanied 
by a remainder term with an explicit bound. This expansion 
and the error bound are valid on the time axis as well as the 
analytic semigroup domain Re z > O. A novel feature of the 
asymptotic expansion is that it is uniformly valid for all val
ues of the coordinates x and y. 

We choose a mathematical setting of the Schrodinger 
problem that is sufficiently general to include N-body quan
tum mechanics. Take x to be a position vector in a d-dimen
sional Euclidean space Rd. If each individual particle has a 
mass m and moves in three dimensions, then d = 3N. The 
quantum scale factor in this situation is 

q = fz2/2m. (1.2) 

Wave functions for spinless particles are elements of the Hil
bert space df' = L 2(Rd). This Hilbert space has inner pro
duct (f,g), wheref,g are elements of df'. The inner product is 
taken to be antilinear in the left argument and linear in the 
right. Thesymboillfil denotes the norm (fJ)1/2 ondf'. If A isa 
linear operator A:df' -+df', then IIA II is taken as the operator 
norm. Other L P (Rd) norms will be introduced as they are 
needed and denoted by the symbol of II·IIL" 

Consider the Hamiltonians that define the Schrodinger 
problem. If.J x is the Laplacian in Rd, then take Ho to be the 

unique self-adjoint extension on df' of - q.J x' The full Ha
miltonian H is defined by the operator sum 

H=Ho+ V, (1.3) 

where the perturbation V is also assumed to be a bounded 
(II V II < 00) and self-adjoint operator; namely Vis the opera
tor determined by multiplication with a continuous, bound
ed and real-valued function v(x), 

(Vf)(x) = v(x)f(x), f(x)EL 2(Rd
). (1.4) 

Since V is bounded, Hand Ho share a common domain 
!iJ cdf'. However, it is not assumed that v(x) has any decay 
as Ixl-+oo. Such a decay assumption would prohibit the 
treatment ofthe N-body problem, which is characterized by 
nondecaying potentials. 

TakeA to be the spectrum of Hand IE,t:AEA I to be the 
unique family of spectral projectors defined by H. Since V is 
bounded, H is bounded from below; i.e., H + II V II·T~O and 
A k [ - c, 00 ) with c = II V II. The linear bounded operator 
e - zH on df' = L 2(Rd) is defined in terms of its spectral inte
gral 

e- zH = L<X>-z,tdE,t, Rez>O. (1.5) 

The fact that H is unbounded from above implies that the 
integral (1.5) defines a bounded operator only ifRe z>O. The 
parameter z has the standard physical interpretation. If z is 
positive and z = /3 = (kT) -I, where k is the Boltzmann's 
constant and T is the absolute temperature, then 
Ie - PH ;/3ER,/3 > 0 I defines the family of the semigroup oper
ators connected with the heat transport equation. If z is 
imaginary and z = it Ifz, where t is the time displacement, 
then Ie - ill /1i)H:tER I defines the family of the time evolution 
operators. From here on, in order to simplify the notation for 
the time evolution operators we will replace t Ifz by t. On the 
other hand, if we take a complex domain 
D = I zEC:Re z > 0 I, then Ie - zH:zED I defines a family of 
analytic semigroup operators. In this paper, we treat the ker-
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nel representation of the operator e ~ zH of Eq. (1.5) in the 
domain D \ (0) = (zEC:Rez>O and z#Oj, which includes 
the heat kernels and the time evolution kernels as special 
cases. In a similar fashion, the unperturbed version of (1.5) is 
defined by 

(1.6) 

where (E ~ :A >0) is the family of spectral projectors con
nected with Ho. 

The kernel Uz (x,y) of e ~ zH for zED \ (0) is described in 
detail. In particular, since this kernel has an essential singu
larity at z = 0, it is useful to introduce the factorization 

Uz(x,y) = U~o)(x - y)F(x,y;z), (1.7) 

where U~o)(x - y) is the convolution kernel corresponding to 
e - zH". The function F(x,y;Z) is analytic in D, continuous in 
D = (zEC:Re z>O) and F (x,y;O) = I for x,YERd. Byemploy
ing a constructive Born series expansion of the kernel 
Uz(x,y), it is possible to find an explicit series representation 
of F (x,y;z). Restructuring this series representation provides 
a uniform (in x,YERd) asymptotic series for F(x,y;z) in the 
form 

M~I 

F(x,y;z) = I (( - zrln!)pn(x,y) + EM(x,y;z). ( 1.8) 
n=O 

The coefficient functions Pn (x,y) are all well known 1-3; they 
are polynomials in v of the order n and polynomials in the 
quantum scale parameter q of order n - 1. The error term 
EM (x,y;z) is of order 0 (Iz 1M ). A uniform bound for EM (x,y;z) 
in x,YERd is obtained. The number of terms M in the expan
sion (1.8) is proportional to the number of bounded deriva
tives the potential v(x) possesses. 

The program this paper embarks on is a special case of 
"local geometrical asymptotics of continuum eigenfunction 
expansions" recently outlined by Fulling.5 See also Simon.6 

This program generalizes the classical investigations of the 
asymptotic density of eigenvalues of the operator H 

Hlh = Ajif;j' if;j&ff (1.9) 

as Ar-~oo, This investigation is carried out by studying the 
interrelationships between the kernels of the semigroup 
e - zH, the resolvent (H - z) ~ I, and the measures defined by 
the spectral kernels e(x,y;). ) of the projectors (E" ). In our 
approach the emphasis has been placed on controlling the 
behavior of the time evolution kernels of e - itH. It is custom
ary 7 to use the M = I and z = f3 > 0 version of the asymptotic 
expansion (1.8), together with the Tauberian theorem in or
der to derive the large A asymptotic behavior of e(x,y;). ). As a 
rule this Laplace-transform Tauberian approach gives one 
only the first term of the large A asymptotic expansion for 
e(x,y;). ). In a subsequent paper, a method to utilize the full 
M-term expansion of F(x,y;z) will be developed. As a conse
quence, it will be possible to find an M-term asymptotic ex
pansion of e(x,y;). ) that is analogous to Eq. (1.8). 

The investigation in this paper is carried out for the 
class of potentials v(x) that are represented by Fourier trans
forms of bounded complex measures supported on Rd. 1t08 

and Albeverio and H0egh-Krohn9 have used this class of 

1094 J. Math. Phys., Vol. 24, No.5, May 1983 

potentials to study the Feynman path integral representa
tion of e ~ itH. We use this class in order to obtain the con
structive series representation of the kernels for e - zH. This 
class of potentials has a number of attractive mathematical 
properties. (For details, one should refer to Ref. 9). 

Let JI (Rd) be the set of all bounded complex measures 
defined on the Borel field fXI on Rd. For each measure 
.uEJI(Rd), we can define a potential function by the Fourier 
transform of.u; 

v(x) = ( eiaxd.u(a), 
JR d 

(1.10) 

where ax denotes the scalar product of two vectors in Rd. 
The potential thus defined is bounded and continuous, since 

Iv(x)I..;;{ dl.ul(a) = 1.uI(Rd) < 00, xERd, (1.11) 
JR d 

where l.u I (e) (eEfXI) is the total variation of .u(e). We define the 
norm of.u in JI(Rd) by 

11.u11 = ( d l.ul(e) = 1.uI(Rd). JR d 
(1.12) 

Then the operator norm of V in (1.4) satisfies 

IIV II..;; 11.u11, (1.13) 

so that we can take c = 11.u11 in (1.5). The transform in (1.10) 
defines a natural class Y by 

(1.14) 

which is a subset of the space composed of all bounded and 
continuous functions. 10 The elements of the spaces Y and 
JI(Rd) are in one-to-one correspondence. This is a conse
quence of the uniqueness of the transform (1.10) that states 
v(x) = 0 if and only if.u = O. II 

The reality condition on v(x) is satisfied if the measure 

obeys the reflection property.u( - e) = .u(e) for all eEfXI, 
where - e = (xERd: - xEe) and the bar denotes the com
plex conjugate. We will denote by JI'(Rd) the space of mea
sures .uEJI (Rd) that satisfy the reflection property. Y' will 
indicate the Fourier image of JI'(Rd). 

It is convenient in our study of asymptotic expansions 
to characterize potentials that have bounded partial deriva
tives of order M or less. Thus for a positive integer M, we 
define a set of functions 

Y;;" = (V(X)Ey,J lalnd l.ul(a) < 00 for n = 0,1,2, ... ,M j, 
JR d 

(1.15) 

where.u is the measure connected with v(x). In fact, if 
V(X)EY;;", then there exists a smallest finite positive constant 
K (depending on.u and M) such that 

i)alnd 1.uI(a)..;;Knll.u11 for n = O,I, ... ,M. (1.16) 

We call K the bound constant of the measure.u in the space 
Y;;". Suppose D ~ denotes an arbitrary partial derivative in 
Rd multi-indexed by L = (/1,/2'''''/d) with the length 
IL 1=/1 + 12 + ... + Id (Ii >0). If {xd = I, ... ,d) are the Car
tesian components of x, then D; is the partial derivative 
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D~ = (~)/'(~)/' ... (~)ld. 
aX1 aX2 aXd 

(1.17) 

For V(X)EY~, then 

I(D~v)(x)I<KILlllull foraB IL I<M. (1.18) 

Potentials in class yr are suitable for discussing the N
body problem, since they do not require any decay as 
IX 1---+ 00 • Further, the class yrhas periodic potentials. Thus 
our treatment of asymptotic expansions for the time evolu
tion operators is also applicable to the problem of particles 
moving in a periodic medium or an almost periodic medium. 

The asymptotic expansions we describe have been dis
cussed heuristically in two recent papers. 2

•
3 In these papers, 

the asymptotic expansion was obtained formally for the spe
cial case of the heat equation operators e - PH, but no esti
mate for the error terms were found. However, this first 
treatment did succeed in completely determining the coeffi
cient functions Pn (x,y). In particular, it was shown that there 
is a simple algorithm that constructs Pn (x,y) in terms of con
nected graphs. Further, the physical interpretation of the 
semiclassical content of the expansion (1.8) and its relation
ship to the Wigner-Kirkwood semiclassical expansions3

,4 of 
the quantum partition function has been analyzed in detail. 

The construction of this paper is as follows. In Sec. II 
the integral kernel Up (x,y) of the semigroup Ie - PH j P> 0 is 
derived by using the iterative formula with respect to the 
matrix elements of e - PH and e - PHo. In Sec. III we investi
gate the analytic property of Uz (x ,y) in z and try to extend the 
integral kernel representation into the whole domain D of 
the analytic semigroup and to the imaginary time axis z = it 
(t #0). In Sec IV the uniform asymptotic expansions of the 
kernel Uz(x,y) and F(x,y;Z) are derived together with an ex
plicit estimate of the remainder terms. 

II. INTEGRAL KERNELS OF THE SEMIGROUP 

In this section, we will introduce the integral kernels 
which represent the semigroup family Ie - PH j P> o. The fol
lowing facts summarize the well-known properties 1 

2 of the 
semigroup family: 

(i) e - P,He - p,H = e -IfJ, + P,IH, {31,/32 > 0, (2.1) 

(ii) s-lim e - PHU = u, uEL 2(Rd
), (2.2) 

(3-.0 + 

(iii) if uEf», then e - PHuEf» for {3> 0 and the strong 
derivative (d / d{3)e - PHU exists and 

(2.3) 

These properties and the similar ones for Ho give us the next 
lemma about a type of Born series expansion of the matrix 
elements of e - PH. 

In order to simplify the expressions entering this Born 
expansion we will use 

f I .. ·jdns 

to represent the n-fold iterated integral 

r ... JI .. ·jdsl ds2· .. dsn • 

)1>s'>"'>Sn>O 
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Similarly, we use the abbreviation 

fd ns = fdSlfdS2· .. fdSn. 
Finally, the n-fold integral of measures df.l(a i) will be indi
cated by 

J d nf.l = J df.l(a I) .. J df.l(an)· 

Lemma 1: Suppose the operator V is bounded and self
adjoint on JY' and H = Ho + V. Let u,wEL 2(Rd

) and {3 > 0; 
then 

(1) (w,e-PHu) = (w,e-PHou) 

- J:d{3'(w,e- P'HVe- IfJ - P')HOU), (2.4) 

(2) (w,e - PHu) = (w,e - PHoU ) 

= :~:( -{3rfdns 

X (w,e - Ps"Ho Ve - Pis. - I - S.IHo V 

X"'X Ve-PII-S,IHou) +RN' (2.5) 
where 

RN = (-{3tfdNs(w,e-PSNH 

X Ve-PlsN-,-sNIHoV ... Ve-P!I-s,IHou) (2.6) 

and R N has bound 

IRNI< ({3IIVIIl
N 

eP11V1l1lwllllull· (2.7) 
N! 

Proof (1) Take u,wEL 2(Rd
) and set 

f~.u ({3 ')=(w,e - P'HVe -1fJ - P')H"u) for {3>{3 '>0. Then using 
(1.5) and (1.6), we get 

f~,u({3') = J"" r""e-P'A.-IfJ-P'IA.'d2(EA.w,VE~"u). 
-cJo 

Since the integral is bounded by 

L""ci"" e+Pcd21(EA.w,VE~,u)l<ePcllwllllVllllull < 00, 

f~,u ({3 ') is continuous in {3>{3 , >0. On the other hand, if 
UEf», then H = H 0 + Vand the above property (iii) leads us 
to 

f~.u({3') 
= (w,He-P'He-IfJ-P')H°u) - (w,e-P'HHoe-IfJ-P')Hou) 

= -~we-P'He-IfJ-P'IHOu). 
~\' 

Thus (w, e - P'He -1fJ - P')H°u) is differentiable in {3' for 
{3 > {3 , > O. Integratingf~.u ({3') from 0 to {3 and using the 
property (ii), we get (2.4) for wEL 2(Rd

) and uEf». The 
w,uEL 2(Rd

) case is the consequence of 9; = L 2(Rd
) and the 

boundedness of V. 
(2) N = 1 case is simply the integral variable change of 

{3 '---+s 1 by {3 , = {3s 1 in (1). The general case is obtained by 
iterating (1) and changing the integral variables after that. 
The bound in (2.7) is obtained from lie-PH II <eP 11V1l. D 

The matrix elements of the iterated operators in (2.5) 
will be calculated by using the next lemma. We state this 
lemma for all zeD, instead of {3 > 0, because of its later useful
ness in analytical continuation. 
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Lemma 2: Let u(k )EL I(Rd)nL 2(Rd). Suppose u(x) is the 
Fourier transform of u(k ), 

u(x) = -1-fe'kxU(k )dk a.a. x; (2.8) 
(21T)d /2 

then 

(1) u(x)EL 2(Rd) and Ilull = litill, 

(2) For all zED, we have 

(e - zHou)(x) = -1-fe - zqk' + ikxU(k )dk a.a. x. (2.9) 
(21T)d/2 

Thus 

and 

I(e - ZHOu)(x)I.;;;_I_lluIIL' 
(21T)d/2 

a.a. x (2.10) 

Ile- zH"ull.;;;lIuli = lIu ll· (2.11) 

(3) For all zED and 1 ;"51;""'5,,;..0 (n = 1,2 .. ·), we get 

(e - zSoH"Ve ~«SO-I - so)HoV ... Ve - z(1- sdHoU)(x) 

= Jgs, ... s.!x,k;Z)U(k )dk a.a. x, 

where 

gs,"'So (x,k;z) 

=_I_Jd "Jl exp{ - zqs (k + a I + ... + a )2 
(21T)d /2 n " 

-zq(5,,_1 - 5,,)(k +al + ... + a,,_1)2 - ... 

(2.12) 

- zq(1 - 5dk2 + ilk + a l + ... + a,,)x} (2.13) 

- 1 fd" 
- (21T)d /2 fl 

xexp{ -Zq,.1;,,/J\5m a ,am + {toa,)x} (2.14) 

with the convention So = l,aO = k, and 
511\5m==Min(51,5m J. The functiongs""50 (x,k;z) has a 
pointwise bound 

. IIflll
n 

d 
Igs,···sJx,k,z)l.;;; (217l/2 , X,kER. (2.15) 

Thus (2.12) has the bound 

I (e - zSnHoVe - Z(5n_ I - so)H°V .•. Ve ~ «I - sdH"U)(X)I 

';;;~llull ' (2.16) 
(21T)d/2 L 

for a.a. x. 

Furthermore, 

lie - zsnHoVe - «50 - I - Sn)Hov ... Ve - «I - s,)Houll 

,;;;IIJlII"lluli = II,ullnllull· (2.17) 

Proof Results (1) and (2) are standard (for details see 
Ref. 13). (3) is the generalized version of(2), since n = 0 case 
reduces to (2). We shall prove (3) by induction. We assume 
(2.12), (2.13) and (2.16), (2.17) for n-n - 1. Let the numeri
cal multiplier,s" _ l' of the left most exponential operator in 
(2.12) be replaced by 5n _ 1 - 5n. Now multiplying by v(x), 
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we get 

(Ve -z(Sn_ I - soIHoV ... Ve - «1 - s,)HoU)(X) 

:: -1-fd,u(a" )eia"xfdk u(k )fd" - lfl (2.18) 
(21T)d /2 

X exp{ - zq(5 n _ 1 - 5 n )(k + a 1 + '" + an _ I f 
- ... - zq(l - 51)k 2 + ilk + a l + ... + a" -I)x}. 

Here we can change the integral order arbitrarily, since the 
integral is absolutely convergent. Change the integral vari
able k into k - a 1 - '" - an and move k-integral to the left
most position. Then (2.18) is written as 

(Ve - Z(Sn - I - 5n)Ho ... U )(x)-::· _1_Jdk eikxcJ> (k), (2.19) 
(21T)d/2 " 

where 

cJ>n(k) = Jd n,uexp{-Zq(5n_1-5n){k-anf - ... 

-zq(l- 51)(k-a l - '" - ann 

Xu(k - a l - ••• - an)' (2.20) 

Note that (2.20) satisfies 

1cJ>,,(k )I.;;;f d Ifll (a1) .. J d l,ul (a,,)lu(k - a l - ... - an)1 

(2.21) 

since 1;"5 l;""';"5 n >0 and Re z;..O. Therefore we get 

IIcJ>nIIL,.;;;llflll"lIuIIL' < 00 

and 

(2.22) 

(2.23) 

Estimate (2.23) is an immediate consequence of Holder's in
equality. 

Equations (2.19), (2.22), and (2.23) allow us to apply (2) 
for u-Ve - «So - I - so)Ho· .. U and z-z5 n ED. Then using (2.20), 
we get 

(e - zSoHoVe - «Sn - 1- Sn)Ho ... u)(x) 

A couple of changes of integral order and the integral vari
able change k-k + a l + ." + an give us (2.12) and (2.13). 
Equation (2.16) follows from (2.10) with (2.22), and (2.17) 
follows from (2.11) with (2.23). Equation (2.14) is easily ob
tained by rearranging the exponential factor of (2.13). 0 

The following proposition gives us the kernel represen
tation of the semigroup family. Y(Rd

) will denote the 
Schwartz space on Rd. 

Proposition 1: Assume vEyr. 
(1) For all u,wEY(Rd

) and allf3>O, 

(w,e-{IHu) = f dx f dy U~I(X - y)F(x,y;.B) w(x)u(y), 

(2.25) 

where 
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and 

with 

U~)(X)=[_I_]d/2exp{ _ Et} 
41rf3q 4f3q 

F(x,y;{3)==1 + n~l( -f3rfd nSfd nJl 

xexp{ - f3ql};.}J(SI,Sm)ala m 

+ i
i
tYI - sIlx + Sly)al} 

(2.26) 

(2.27) 

(2.28) 

F (x,y;{3) is a uniformly convergent series in x and y for an 
arbitrary fixed f3'>0 and has the bound 

IF(x,y;{3)I..;eP lIl£ll, x,yERd, f3,>0. (2.29) 

(2) For all f3> 0, 

(2.30) 

defines a bounded integral operator Up on L 2(Rd
) with the 

operator norm II Up II ..;ePlIl£ll and 

(e-PHu)(x) = f dy Up(x,y)u(y) a.a. x (2.31) 

and for all uEL 2(Rd
). 

Proof (1) Let's start from Lemma 1, statement (2) with 
N- 00 • If we use Lemma 2, statement (3) with z = p, then for 
all u,wE.Y(Rd) and all p> 0, we get 

(w,e-PHu) = (liJ,U~lu) + !~ntl( -f3l"fdns 

X f dx w(x) f dk gSI ... s.(x,k;{3 )u(k ). (2.32) 

Here, if we use (2.14), we get 

~""Sn(x) = f dk gs,..'Sn (x,k;{3 )u(k ) 

= fdY u(y)fd nJl_l_fdk exp{ - f3q 
(21r)d 

X lio(SI !\Sm)alam + {toa/)x - ikY } , 

. (2.33) 

where we have used the interchangeability of integral order 
since the k 2-term in the exponential factor is 
- f3q(So !\So)aoao = - f3qk 2..;0. The full exponential factor 

expression is 

( " X _y)2 
-f3q k + Ls/a/ - i-- . 

1= I 2f3q 
(2.34) 

Performing the Gaussian integral over k, we get for (2.33), 

~""Sn(x) = J dy u(y)Ujj>I(x - y)J d"Jl 

X exp { - f3q/.J;. 10 (S/,Sm la/am 
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+ iltYl - SI)x + SIY)aI}' 

Thus (2.32) becomes 

(w,e-PHu) = (w,U~lu) 

(2.35) 

+ !~n:nt.( - P l"fd"S J dx W(X)J dy u(y)U~I(x - y) 

X f d nJl exp{ - f3q i 0 (SI,Sm )alam 
I,m=. 

+ ilt.((l - SI)x + Sly)al (2.36) 

Note that the integral of each term in (2.36) is absolutely 
convergent, since 

for 1 = 50'>51'>''''>5" ,>0, and 

J dx J dy I w(x)U~I(x - y)u(y) I 
1 

..; d/2l1wIIL.lluIIL. < 00. 
(41rf3q) 

Furthermore, since 

I "tl( - f3 l"fd "5 Jd nJl 

xexp{ -pql,i IO(SI,Sm)a/am 

+ iltl((l - s/)x + Sly)al } I 

(2.38) 

..; i If3IIJlIIl" ..;eP111£1I - 1 for N = 1,2 ... , (2.39) 
n= I n! 

we can take N-oo inside of the integrals over x andy. Thus 
we get (2.25) with (2.26)-(2.28). Equation (2.29) is obtained 
by taking N-oo in (2.39). 

(2) Let's consider 

tPp(x) = J Up (x,y)u(y)dy p> 0, uEL 2(Rd
). (2.40) 

Although Up(x,y) is not a convolution kernel, it has a bound 
which is a convolution kernel; namely 

IUp(x,y) I ..;ePIII£IIU~)(x - y) for f3> O. (2.41) 

from (2.29). Therefore, the integral in (2.40) has bound 

ItPp(X)I..;eP111£IIj Ujj>I(x - y)lu(Y)ldy. 

Since fUjj»(x)dx = 1 and lu(x)IEL 2(Rd
), the Hausdorff

Young inequality for convolutions 14 gives us 

(2.42) 

which means that the integral in (2.40) is absolutely conver
gent for a.e. in x and the integral operator Up has the opera
tor norm bound of II Up lI..;eP 111£11. 

Let's prove (2.31). Since both sides of(2.31) define the 
bounded operators on L 2(Rd

) with common operator norm 
bound ePlIl£ll, we only need to prove it for u(x)EY(Rd). How-
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ever, this is obvious, since (2.25) means that 

(wi) = 0 for all wEY(Rd
), 

wheref(x) = (e-PHu)(x) - tPp(x)EL 2(Rd
). 

III. INTEGRAL KERNELS OF ANALYTIC SEMIGROUP 
AND TIME EVOLUTION OPERATORS 

D 

The objective of this section is to extend the kernel de
scription Up(x,y) of the semigroup family He -PH:/3> O} to 
include the family Ie - zH:zEiJ '\ 10 }}. Observe that the fam
ily of time evolution operators Ie - itH:t #O} is a subset of 
this enlarged class of operators. The necessity of the omis
sion of the point z = 0 is obvious because U~)(x - y) has an 
essential singularity at/3 = O. The basic method we employ is 
a mixture of analytic continuation in the form of the matrix 
elements of e - zH plus a control of the operator norm bound 
of the integral kernels. The next lemma gives a detailed norm 
bound for e - zH and establishes the analytic behavior of the 
matrix elements of e - zH. 

Lemma 3: Let Vbe a bounded self-adjoint operator on 
L 2(Rd

). 

(1) For zEiJ, e - zH is a bounded operator on L 2(Rd) with 
norm bound 

lie - zH II <eRezll vII. 

(2) For all w,uEL 2(Rd) 

fw.u (z) = (w,e - zHu) 

(3.1) 

(3.2) 

is a holomorphic function of z in D and is continuous in D. It 
has bound 

(3.3) 

Proof (1) is an immediate consequence of (1.5). For the 
proof of (2), let's set 

hw.u (z) _e - zll vll[w.u (z) 

= f:ce-z(IIVII+A1d(w,EAU). (3.4) 

The integral is bounded by 

F"cd l(w,EAu)i<llwllllull < 00, 

since Ie - zlllVll + A II < 1 for zEiJ and,..\,> - II V II. Thus hw.u (z) is 
continuous in D. The holomorphy is a consequence of Fu
bini's theorem on the interchange of order of iterated inte
grals and Morera's theorem. Choose C to be an arbitrary 
simple closed rectifiable contour of finite length lying inside 
of D. Then 

thw.u(z)dZ = f:J£'" e -zlllVll +A1dZ}d(w,EAU) = o. 

Multiplying ezll VII onto hw.u (z), we get the continuity and ho
lomorphy offw.u (z) inD and D, respectively. Equation (3.3) is 
implied by (1). D 

The next step is to define a holomorphic function in D 
that is suggested by the series of(2.27) in Proposition 1. We 
have 

Definition 1: (1) The function F (x,y;z):Rd X Rd X D-+C 
is defined as the absolutely convergent sum 

1098 J. Math. Phys .. Vol. 24. No.5. May 1983 

N 

F(x,y;Z) = lim 2: Bn(x,y;Z), (3.5) 
N_oo n=O 

Bn(x,y;z) = (-zt tdnsfdnJ.l 
n! Jo 

xexp{ -Zql.~/)(SI>Sm)alam 

+ i
i
tYI - SI)x + Sly)al (3.6) 

where () (SI,Sm) is (2.28) and Bo(x,y;Z) = 1. 
(2) The functions U~o)(x) and Uz(x,y) for zEiJ '\ 10} are 

defined by 

U~o)(x) = [_I_]d/2exp{ _ EL}, 
41TZq 4zq 

Uz(x,y) = U~o)(x - y)F(x,y;Z). 

(3.7) 

(3.8) 

A summary of the properties ofF (x,y;Z) that follow from 
the series (3.5) is 

Proposition 2: Let vEyr. The function F (x,y;Z) satisfies 
(a) Boundedness. Let Do be any arbitrary bounded domain 
DoeD. The series (3.5) is absolutely and uniformly conver
gent for allx,y,zERd XRd X Do. The sum of(3.5),F(x,y;Z) has 
the bound 

IF (x,y;Z) I <elzlllJLII forzEiJ. (3.9) 

(b) Continuity and holomorphy. F(x,y;Z) is holomorphic in D 
and continuous in D. F (x,y;Z) is jointly continuous in x,y 
everywhere in Rd X Rd. 

Proof (a) The absolute and uniform convergences are a 
consequence of the nonnegative nature of 
l:Zm = I () (SI,Sm )a1am in (2.37). For all zEiJ, the series for 
F (x,y;Z) is majorized term-by-term by (lin!) (lzllIJ.lll)n . So (a) 
is proved. 

(b) Note that each term of (3.5), Bn (x,y;Z), is holomor
phic in D and continuous in D for each fixed x,yERd X Rd. 
These properties are transmitted to F (x,y;z) by the uniformly 
convergent nature of (a). The joint-continuity in x,y is also a 
consequence of the uniform convergence relative to x and y 
plus the fact that each term is jointly continuous. D 

The next proposition shows that the result of Proposi
tion 1, statement (1) for /3 > 0 can be extended to zEiJ '\ 10} by 
the analyticity and the continuity of the matrix elements of 

Proposition 3: LetvEyr. ForzEiJ '\ 10} andu,WEY(Rd
), 

(w,e-zHu) = fdxfdY w(x) Uz (x,y)u(y). (3.10) 

Proof Let's set 

fw.u(z) = (w,e-ZHu), 

gw.u(z) = f dx f dy w(x) Uz(x,y)u(y) 

= f dx f dy w(x) U~o)(x - y)F(x,y;Z)u(y). 

Since u,wEY(Rd
), Lemma 3 and Proposition 2 lead us to the 

result thatfw.u (z) and gw.u (z) are both holomorphic in D and 
continuous in D '\ 10}. On the other hand, Proposition 1, 
statement (1) shows 
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fw.ufP) = g w.u (j3 ) for f3 > O. 

By the identity theorem for holomorphic functions we get 

fw.u (z) = gw.u (z) for zED. 

The continuity offw.u (z) andgw•u (z) in D \! 0 J completes the 
proof. 0 

We need to know several properties of the in tegral oper
ator defined by 

(3.11) 

in order to recover the kernel representation of e - zH from 
(3.10). In particular, the property ¢z(x)EL 2(Rd) plays the es
sential role. This can be easily shown for zED, if we use an 
argument similar to the discussion in the proof of Proposi
tion 1, statement (2). On the other hand the case z = it (t =1= 0) 
necessitates a more detailed estimate. The next lemma, 
which is based on Lemma 2, permits us to establish the boun
dedness of the integral operator in (3.11) for zEiJ \ {O I in a 
restricted sense. 

Lemma 4: Let vEY'. For U(X)EY (Rd), zEiJ \ ! 0) and 
I>S'>'''>Sn >0, we get 

rf., ... tn(x)= f dkgt,···tn (x,k;z)u(k ) 

= f dyU~O)(x - y)ht,..·tn (x,y;z)u(y), (3.12) 

where u(k )EY(Rd) is the Fourier transform ofu(x) and 

hS""sJx,y;z)= f d n,u exp { - Zql.~ ,8 (S/,Sm )alam 

+ i
l
tYl - sdx + Sly)a,}. (3.13) 

rf.,·"sn(x) is a L 2-function and has norm bound 

1/rf.,"·Snl/<I/,uWl/ul/, zED \ {OJ. 

Proof Let us set for B > 0 

IB=f dk g~ ... ~ (x,k;z)u(k). 
Ikl<B ., .n 

(3.14) 

Since the integral range is finite and u(k ),u(x)EY(Rd), we can 
follow the same process as used to get (2.35). Thus, we find 

IB = J dy u(y)U~O)(x - y)f dn,u exp{ - zq 

X ,.~ ,8(S"Sm)a,a m + i ,t,((1 - S,)x + S,y)a, }JB, 

(3.15) 

where 

(41TZq)
d121 JB = dk 

(21T)d Ik I<B 

xexp{ -Zq(k + ISla, _ iX - y)2}. (3.16) 
1=' 2zq 

Since Re z>O and z =1= 0, a simple calculation of the complex 
integral gives us 

. _ (41TZq)d12 [1T]d!2_ 
hm JB - --1. 
B~", (21T)d zq 

(3.17) 

Thus if we take B large enough, we can find a B-independent 
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constant, which permits us to take the limit B-oo in (3.15) 
inside of the integrals of SdySd n,u, by Lebesgue's dominated 
convergence theorem. Equation (3.14) is the combined con
sequence of (3.12) and Lemma 2, statement 3. 0 

Proposition 4: Let vEY'. 
(1) For all zED,Uz(x,y) in (3.8) defines an integral operator 
Uz on L 2(Rd) with the operator norm bound 

II Uz II <elzllllLli. (3.18) 

(2) For all t =1=0, Ui1(X,y) defines an integral operator Ui1 on 
L '(Rd)nL 2(Rd) with the operator norm bound 

II Ujlll <ellllllLll. (3.19) 

Proof We first prove the integral transformation of 
(3.11), Uz :u-¢z, defines a bounded operator for zEiJ \ { 0) 
with the domain Y(Rd

) and an operator norm bound 
II U

Z 
II <elzllllLli. In fact, if u(x)EY(Rd) and zEiJ \! 0 J, the inte

gral in (3.11) is absolutely convergent for xERd, since 

I Uz(x,y) I < I U~O)(x - y)lelzllllLll, (3.20) 

/U~O)(x-y)1 = [_I_]dl2exp[ _ Rez (X_y)z] 
41Tlzlq 41z 12q 

(3.21) 

,;;:[ 1 ]dlZ zEiJ\{OJ, (3.22) 
"" 41Tlzlq , 

follows from (3.7)-(3.9). Furthermore, ¢z(x) in (3.11) is seen 
to be a bounded and continuous function if zEiJ \ ! 0 I and 
u(x)EY(Rd). Note the relationship 

(-zrl' n Bn(x,y;Z) = --I - d Sht; ... s (x,y;z) 
n. 0 - I n 

between (3.6) and (3.13). These functions have pointwise 
bounds 

and 

for x,YERd and zEiJ \ ! 0). Then (3.11) becomes 

¢z(x) = f dy u(y)U~o)(x - Y)l~n: ntoBn(X,y;Z) 

= n~o (~;)nl'dns 

(3.23) 

X f dy u(y)U~o)(x - y)hs''''sJx,y;z), (3.25) 

where the estimates (3.22)-(3.24) and the fact that 
u(y)EY(Rd) allow us to use Fubini's theorem to justify 
changing the order of integration. Further, the dominated 
convergence theorem permits us to interchange the order of 

the limiting process. If we use rf.,"·Sn in Lemma 4, (3.25) is 
written as 

¢z(x) = i (-;r tdnsrf.,···sn(x). 
n =0 n. Jo (3.26) 

[Note that ¢z (x) is actually continuous in x since it is the sum 
of a uniformly convergent series offunctions.] Thus we get, 
for all zED \ {O) and all u(x)EY(Rd), 
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IItPzlI<n~ol:l!nllfdnsi,···sn(X)1I 

\tol:~n fdn5I1i""snll 

< f (lzll~llt Ilull = e1zllll'lIllull, 
n=O n! 

where we have used (3.14). 

(3.27) 

If we restrict z to belong to D, then the convolution 
bound of Uz(x,y) by (3.20) and (3.21) makes it possible to 
define the integral of (3.11) for all u(y)EL 2(Rd) and a.a.xERd. 
[See the proof of Proposition 1, statement (2)]. Since Y(Rd

) 

is dense in L 2(Rd), the extension principle for bounded oper
ators leads us to the conclusion of (1). 

The same discussion is also applicable in the case of(2), 
since, in this case, the integral in (3.11) is absolutely conver
gent for each xERd by (3.20)and (3.22) if 
u(x)EL I(RdlnL 2(Rd). 0 

We note that the operatornorm bounds (3.18) and (3.19) 
for e - zH are less precise than those given in Lemma 3, Eq. 
(3.1). This situation seems to be inevitable, since we formed 
the estimate of II tPz II using a term-by-term norm bound of the 
Born series in (3.26). 

Finally we get the following theorem about kernel re
presentations of the analytic semigroup and the time evolu
tion operators. 

Theorem 1: Let vEY'. 
(1) IfzED and u(x)EL 2(Rd), then 

(e - ZHu)(x) = f dy Uz(x,y)u(y). (3.28) 

(2) Suppose t #0, ifu(x)EL I(Rd)nL 2(Rd) then 

(e-i'Hu)(x) = f dy Ui,(x,y)u(y) (3.29) 

and if u(x)EL 2(Rd) then 

(e - i'HU)(X) = s -lim i dy Ui,(x,y)u(y). (3.30) 
B_«> lyl<B 

Relations (3.28) and (3.29) are valid for a.a. XERd. 
Proof Consider (3.28) and (3.29). We only need to prove 

them for all u(x)EY(Rd
), since both integral operators are 

known to be bounded operators in L 2(Rd), and 

L I(RdlnL 2(Rd), respectively, from Proposition 4. However, 
this is obvious, since Proposition 3 shows 

(wi) = 0 for wEY(Rd) 

withf(x) = (e-zHu)(x) - tPAx)EL 2(Rd) for zED \ 10) and 
u(x)EY(Rd

). 

Equation (3.30) is proved by taking 

( )={U(X) for Ixl<B, 
uBx- o for Ixl >B, 

and using (3.29) and the fact that lIu - UB 11-0 as B_oo.D 
For C «> potentials, v(x), results similar to Propositions 

2-4 and Theorem 1 for the time-evolution kernel have been 
recently obtained by Fujiwara,15 Kitada and Kumano-go,16 
and Zelditch. 17 
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IV. UNIFORM ASYMPTOTIC EXPANSIONS 

This section derives the small z asymptotic expansion 
for F(x,y;Z). The asymptotic expansion for F(x,y;Z) implies a 
corresponding asymptotic expansion for the kernel Uz(x,y) 
of the operator e - zH. Our analysis aims at relating the struc
ture of the asymptotic expansions as well as remainder term 
bounds to the smoothness of the potential v(x). The expan
sions are all uniformly valid in the coordinate variables 
x,YERd and in any compact subset of the analytic semigroup 
domain D. The expansions remain valid on time axis bound
ary except for t = O. 

Lemma 5: (1) For all ZEC, the exponential function has 
an N term estimate 

N-I I 
e- Z = r-(-zt+HN(Z) (N=I,2,. .. ), (4.1) 

n=on! 

where 

HN(z) = (-ztfdN5e-ZSN. (4.2) 

For Rez>O, 

IHN(z) I < I~~. (4.3) 

(2) For 1>51>"'>5n >0 and al, ... ,anERI (n = 1,2,3, ... ), we 
have 

n n n 

0< r O(SI,Sm)alam<- raT. (4.4) 
I,m = I 4 /=1 

Proof (1) It is simple to check that (4.1) is true for N = 1. 
The general case can be shown by substituting 

-ZSN _ 1 r ildr -ZSNS e - -Z~N ~ e 
o 

into (4.2). 
(2) Nonnegativeness is (4.4) is already shown in (2.37). 

To show the upper bound, we use the Schwartz's inequality: 
n r O(5/,5m)ala m 

l,m=1 

< L.i 10 (5/'5m)2} 112 L.i I (a la m)2} 112. 

For 51<5m' for example, one has 

1 o (5/,5m) = 5/(1 - Sm)<5/(l- 51)<4' 

Thus 

and 

Combining these results establishes the upper bound in 
~~. 0 

The basic idea used in obtaining the uniform asympto
tic expansion of F(x,y;Z) is to find the asymptotic expansions 
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for Bn (x,y;Z) and then sum the expansions over n. Once more 
it is helpful to introduce a couple of abbreviations. Let an and 
bn denote the recurring real exponential arguments 

and 

n 

an(SI···Sn;a1···an)= I 8(S;'Sj)aiaj 
iJ= I 

n 

(4.5) 

bn(SI···Sn;a1···an;x,y)= I ((1 - s/lx + S/y)a/. (4.6) 
/= I 

For B n (x,y;Z) we have 
Proposition 5: Let vEY;M and take K to be the corre

sponding bound constant in the family Y;M' For all zED and 
n;>l, 

M-l (_z)"+m 
Bn (x,y;Z) = I , qmDm,n + m (x,y) + Rn,M(X,y;Z). 

m=O (n + m). 
(4.7) 

The functions D m,n + m (x,y) are real valued, jointly and uni
formly continuous in Rd X Rd and represented by the multi
ple integrals 

Dm,n + m(x,y) = (n : m) fd nS J dnl1-(an)meibn (4.8) 

forn;> 1,m;>0. FurthermoreDo.o(x,y) = 1 and D m.m (x,y) = 0 
if m;> 1. For n;> 1, Dm.n + m (x,y) satisfies the estimate 

IDm,n+m(X,Y)I«n: m)lIl1-lIn(n2:2r 

for m<M. For all x,YERd and all zED, the error term 
Rn,M(X,y;Z) has the bound 

IR (x y;z)I..: (lzlIII1-IW (lzlqn2K2)M. 
n,M' "" n!M! 4 

(4.9) 

(4.10) 

Proof Start with integral (3.6) that defines Bn (x,Y;Z). 
Use Lemma 5, statement (1) for the exponential argument 

Inserting expression (4.5) for an into (3.6) gives (4.7) and (4.8). 
The error term is the integral 

Rn,M(X,y;Z) = (-z)" td nsJd nl1- ibnHM(zqan). (4.12) 
n! Jo 

Employing estimate (4.3) for H M and utilizing (4.4) to bound 
an gives us 

(4.13) 

Equations (4.13) and (4.12) give the estimate (4.10). 
The reality of D m •n + m (x,y) arises because, under reflec

tion a i - - a;(i = l,oo.,n) the integrand in (4.8) changes into 
its complex conjugate and dl1-(ai )-dji,(ai ). The bound (4.9) is 
an immediate consequence of (4.13). 0 

Many asymptotic expansion techniques l8 require that 
not only Eq. (4.7) but also the z-derivative of Eq. (4.7) is 
meaningful. In this direction we have a corollary of Propos i
tion 5. Let B ~1(x,y;Z) and R ~~M (x,y;Z) denote the ith derivative 
with respect to z of Bn (x,y;Z) and Rn,M(X,y), respectively. If 
z = it (t ¥O) the ith derivative is understood to be (a liat )i. 

Corollary 1: Le~ vEY;(M +'1 and K be the related bound 
constant. For all zED and n;> 1, 
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M-l (_1)n+mzn+m-i 
B ~1(x,y;Z) = I 

m = max(O,i - nl (n + m - i)! 
xqmDm,n + m (x,y) + R ~~M(X,y;Z). (4.14) 

The error term is O( Izl n + M - ;) and has a bound 

IR ~:M(x,y;z)1 

< (lzllll1-llln (lzlqn2K2)M 
n!M! 4 

X {in + M)[Tzi + qn:
K2 1r (4.15) 

Proof The error term R ~~M (x,y;Z) is the integral 

R ~~M(X,y;Z) = ( - 1); +M tdnSJd nl1- tdMs' 
n. Jo J> 

X (qan )Meibn(!r{zn + Me -zqanSM}. 

A little algebra shows that the derivative term in the inte
grand has a bound (Re z;>O, S M ;>0) 

<lzln+M(n +M)irtJ;)lzlr-i(qanSMJ'. 

From here on a repetition of the argument of Proposition 5 
gives the bound (4.15). 0 

The asymptotic expansion for the analytic semigroup 
kernels Uz(x,y) is obtained from Proposition 5, its corollary 
and Definition 1 for F(x,y;z). IfvEY;M' then Eq. (3.5) is writ
ten 

M~ 1 00 

F(x,y;z) = I Bn(x,y;z) + I Bn(x,y;z). (4.16) 
n=O n=M 

We find 
Theorem 2: Let v(x) be a real-valued bounded and con

tinuous potential represented by a complex bounded mea
surel1-. Let Uz(x,y) and U~OI(x - y) be the kernels of the inte
gral operators e - zH and e - zHo, respectively. If V(X)EY;M' 

then for all zED " I 0 J ' 

Uz(x,y) = U~OI(x - y)[~: (~~)n Pn(x,y) + EM (X,y;Z)} , 

(4.17) 

where coefficient functions Pn (x,y) are Po(x,y) = 1, 
n-l 

Pn(x,y) = I qmDm,n(x,y) n = 1,2,oo.,M - 1, (4.18) 
m=O 

and have the x,y uniform bound 

(4.19) 

Here K is the bound constant of v(x) in Y;M' The remainder 
term is of order 0 (lzIM) and has the bound 

IEM(x,y;z) I < (lz1til)M 

X{(1 + q(M4~;rK2)M +exP(lzllll1-lll}. (4.20) 

Furthermore, if V(X)EY;(M +,,' then one may take i de-
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rivatives of expansion (4.17) with respect toz. Theith deriva
tive of the remainder term EM (x,y;z) is of order O(lzlM - i). 

Proof Start with Eq. (4.16). Assume V(X)EY;(M + il with 
the bound constant K. We estimate the sum over 
n = (M, ... , (0) of B ~I(x,y;z). Set 

00 

S~(x,y;Z) = I B ~1(X,y;z). 
n=M 

From Definition 1 of Bn(x,Y;z), we have 

B~I(x,y;z) 

= (- W tdnsfdnJ-l(~)i{zne-zqan}eibn. 
n! )0 Jz 

Using 

1 (~)i{zne-zqan}1 <nilzln ± (i)[_1 ]i-'(qanl' 
Jz ,~O r Izl 

and (4.13) gives 

IB~I(X,y;z) 1< (lZI\I:~l)"n3i (it + q~2r 

In order to estimate the sum over n, note that for r>O 
and a > 0, one has 

00 ann Y (a exp(yle)lM I -< t exp{a exp(yle)j. 
n>M n! M! 

This follows, since nY = exp(y In n)<exp(yne- I
). Setting 

y = 3i, a = IzllIJ-lllleads us to 

I S~(x,y;z) I 
«_1_ + qK2)i [lzlIlJ-l1l exp(3ile)lM 

Izl 4 M! 

X exp[ IZIIIJ-l11 exp(3i/e)J. (4.21) 

This sum is of order O( Iz I M - i). It is valid for all zED '\ { 0 l. If 
i = 0, then it is valid for all zED and forms the second part of 
the two expressions bounding EM(x,y;Z). 

The M - 1 leading terms of expression (4.17) come 
from the sum 

M-I 

LM(x,y;z) = I Bn(x,y;z). 
n=O 

Rewrite this sum by using (4.7) to find 
M - I M - I - n ( _ zt + m 

LM(x,y;Z) = I I 
n ~ 0 m = 0 (n + m)! 

XqmDm,n+ m(X'Y) + S ~(x,y;z), 

where 
M-I 

S~(x,y;z) = I Rn,M_n(X,y;z). 
n=O 

Changing the summation index n + m--+n yields 

M-I (-zt '. 
LM(x,y;z) = I --Pn (x,y) + S M(X,y;Z), 

n=O n! 

where Pn (x,y) is given by the expression (4.18). The Pn (x,y) 
bound results from (4.9). 

The last step is to estimate S ~(x,y;z). Assume 
V(X)EY;M' Use the bound (4.10) for Rn,M _ n (x,Y;Z), 

1102 J, Math. Phys .• Vol. 24. No, 5. May 1983 

S' X' M-l (lzlIlJ-lllt (lz lqn
2
K

2
)M-n 

I M( ,y;z) I < n~o n!(M _ n)! 4 

IzIM( q(M - 1fK2)M 
< M! ilJ-l1l + 4 . 

This estimate for S ~(x,y;Z) is the first factor in the estimate 
(4.20) for EM (x,y;z). Thus (4.17) is demonstrated if V(X)EY;M' 

To obtain the ith derivative of expansion (4.17), assume 
V{X)EY;(M+ il' The bound (4.21) controls \S~ (x,y;Z)\. For 
S ~1(x,y;Z) use the estimates (4.15) of Corollary 1 to demon
strate that S '~(x,y;z) is uniformly bounded and continuous 
in x,y, Since, 

I E~(x,y;Z) I < I S~(x,y;z) I + I S ~1(x,y;Z) I, 
we have that the ith derivative of the error term EM (x,y;Z) is 
of order 0 (lzlM - i). Lastly, note that U~OI(x,y) isholomorphic 
in z for all zED and infinitely differentiable in t for z = it and 
t =1= O. Combining these facts implies that (4.17) may be differ
entiated term by term i-times if V(X)EY;(M + il' 0 

Theorem 2 states the basic results of this paper. The 
very detailed estimates in the theorem provide a method of 
calculating the time evolution kernels to high order in t 
(z = it) and have the advantage of possessing a known bound 
for the total error. The results of Theorem 2 show precisely 
how a 2M-times differentiable potential leads us to an M
term asymptotic expansion of the exact time evolution ker
nel. 

The semiclassical content of the asymptotic expansion 
is best seen from the diagonal form 

1 {M-I ( zt } 
Uz(x,x) = I ---Pn(x,x) + EM(x,x;z) . 

(41Tzq)d 12 n ~ 0 n! 
(4.22) 

This diagonal form is uniquely defined because all the func
tions Pn (x,y) and EM(x,y;z) are jointly continuous in x,y. 
From the expression (4.18) for Pn(x,y), it is seen thatPn(x,y) is 
a polynomial of order n - 1 in the quantum scale parameter 
q; hence, each term of Pn (x,y) has a semiclassical interpreta
tion. The classical component of Pn (x,y), is just D o.n (x,y), 

whose diagonal value2 is Do.n (x,x) = {v(x) 1 n. For a more de
tailed physical interpretation of this expansion and its appli
cations, one should consult Refs. 2 and 3. 

If zED and is not on the time axis, then expansions like 
(4.22) and (4.17) have been derived for much more general 
partial differential equations and boundary conditions than 
we have studied here. 19.20 One should note, however, that 
our aim of this paper is to give the precise uniform asympto
tic expansion of the time evolution kernel with a complete 
remainder term bound, not assuming the decay of the poten
tials at infinity. This has been accomplished by introducing a 
special class of smooth potentials. 
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Time evolution of the Wigner function 
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In this paper we give a partial answer to the problem: When does an initially non-negative Wigner 
function remain non-negative under the effect of the time evolution? We show that, for pure 
states, this is the case for linear systems only; to prove this we use the fact that the Wigner function 
is non-negative if and only if the wavefunction is Gaussian. We also prove that the Green's 
solution of the evolution equation of the Wigner function, which in the framework of probability 
theory corresponds to the conditional probability density, takes on negative values. We utilize a 
theorem, about moments, borrowed from Pawula. We conclude that the Wigner phase-space 
formulation of quantum mechanics cannot receive a genuine probabilistic interpretation. 

PACS numbers: 03.65 - w 

I.INTRODUCTlON 

The existence and properties of phase-space distribu
tion functions in quantum mechanics are closely related to 
the question of its reformulation in terms of classical con
cepts and to the existence of an acceptable classical limit. 

The choice of a phase-space distribution function has a 
high degree of arbitrariness, because it is equivalent to the 
choice of a correspondence rule. 1--4 Several phase-space dis
tribution functions have been proposed (as many as corre
spondence rules), 2 but none of them gives the correct quan
tum mechanical expectation values for all observables when 

h . . 24 calculated through p ase-space mtegratlOn. ' 
The most widely known and employed phase-space 

"distribution" is the Wigner function, which is associated 
with the Weyl correspondence rule. l

-
s This function gives 

the correct quantum mechanical marginal distributions for p 
and q and thus predicts the correct expectation values for 
anyobservable~ftheformF(P) + G (~). !:I0wever, thisisnot 
the case for observables of the form F (P nQ m); for example, if 
the classical Hamiltonian is used, it gives a nonzero value for 
the standard deviation of energy of the first excited state of 
the simple harmonic oscillator. 

Another shortcoming of this function is that, in general, 
it can take negative values and it cannot be considered a true 
probability distribution. For systems in a pure state it has 
been shown that a necessary and sufficient condition for the 
Wigner function to be non-negative is that the correspond
ing Schrodinger state function is the exponential of a qua
dratic form: For the one-dimensional case see Hudson,6 and 
for the generalization to arbitrary dimension see Soto and 
Claverie7 (for the sake of completeness, let us mention that 
PiquetS also considered the one-dimensional case, but his 
proof was partly erroneous, see discussion in Ref. 7). Such 
Gaussian functions (modulo a linear canonical transforma-

9 h . tion) are also called coherent states. At t e present tIme, a 
similar characterization does not exist for mixed states. 

Nevertheless, using the Weyl transformation and the 

alPennanent address: Instituto de Fisica, UNAM (Universidad Nacional 
Autonoma de Mexico), Apdo. Postal 20-364, Mexico 20 D.F., Mexico. 

Wigner function it is possible to construct in phase space an 
alternative form of quantum mechanics l

•
3 whose physical 

meaning has not yet been clarified. 

The aim of this paper is to gain some insight about the 
problems of this phase-space formulation. In fact, Moyal 
thought l that for the phase-space formulation to be consis
tent, it should be possible to prove that if a state admits ini
tially a non-negative Wigner function, then the function 
evolved from it will be non-negative at any time; he gave a 
"proof" of this property for an isolated system with at least 
one cyclic coordinate, and in a pure state; this proof is wrong, 
as we shall show, and the question whether an initially non
negative Wigner function remains non-negative was there
fore unanswered at this stage. In this paper we give a partial 
answer by proving that: 

(i) For pure states only the linear systems have this 
property. 

(ii) For nonlinear systems the Green's solution of the 
evolution equation in phase space (which is the Weyl trans
form of the von Neumann equation) takes negative values for 
short times. 

Both proofs proceed by reduction ad absurdum. The 
first one uses the fact, already mentioned, that only the co
herent states have a non-negative Wigner function. The sec
ond one is based upon a theorem borrowed from Pawula 10--12 

that deals with the properties of the moments of a probability 
distribution. 

The structure of the paper is the following: In Sec. II we 
introduce briefly the Wigner phase-space formulation of 
quantum mechanics. We refute, in Sec. III, Moyal's "proof" 
that an isolated system with at least one cyclic coordinate 
and in a pure state preserves the initially non-negative char
acter of the Wigner function. The fact that, for pure states, 
only the linear systems have this property, is proved in Sec. 
IV. In Sec. V the Pawula theorem is enunciated, and using it, 
we prove (Sec. VI) that for arbitrary nonlinear systems the 
Green's solution of the phase-space evolution equation takes 
on negative values already for short times. The last section 
(Sec. VII) is devoted to the conclusions. 
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II. THE WIGNER PHASE-SPACE FORMULATION 

The Weyl correspondence rule associates with every 
operator A (t ) a function a( p, q, t) in phase-space which is 
given by 

a(p,q,t) = h\ Tr{A (t)I I du dv e(i/ll)((q- Q).u +Ip- P).VI}, (1) 

where integration is ov~..r all the corresponding space. If we 
have another operator B (t ), it is easy to show3 that 

AA 1 II Tr AB = h3 a( p,q,t )b (p,q,t ) dp dq, (2) 

A 

where b (p, q, t) is the function which corresponds to B (t ). 
The Wigner function is defined as the Weyl transform 

of the density matrix pIt ) divided by h 3 (Refs. 1-5); from (1) 
we thus see that it has the following expression: 

F(p,q,t) = h16 Tr{p(t)I I du dv e(i/ll)(lq - Q).u+ (p- P!-VI}. (3) 

In the case of a system in a pure state, with the wavefunction 
I/' (q) in configuration space, it has the well-known form giv
en by Wigner: 

F(p,q,t) = ~ I dv I/'*(q + !v,t )e(illl)P'VI/'(q - !v,t). (3a) 

The expression for the expectation value of an operator 
A It ) is easily ~educed from the quantum expression 
(A (t) = Tr(Ap) and from Eq. (2). We get, 

(A(t) = h\IIa(p,q,t)F(P,q,t)dPdq=(a(p,q,t). (4) 

We thus see that the Wigner function has the properties of a 
probability distribution in phase-space with the exception 
that in general it is not non-negative. We already said in the 
Introduction, that only for pure states does there exist an 
answer to the question: When is the Wigner function non
negative? This is the case if and only if the state wavefunction 
in configuration space is of the Gaussian form6

•
7 

I/'(ql, ... ,qn) = exp! - HqtAq + 2b·q + c] J, (5) 

where A is a complex matrix with IRe AI> O,bisanarbitrary 
complex vector, and c a constant that ensures the normaliza
tion. 

The evolution equation of the Wigner function is found 
I 

by performing the Weyl transformation of the von Neumann 
equation: 

ap _ i [H A] ---- ,p, 
at fz 

(6) 

where H is the time-independent Hamiltonian. We thus get 

aF(p,q,t) 
at 

= ~ [sin!i.(~,~)]Hw(P,q)F(P,q,t) 
fz 2 ap aq 

(7a) 

= - ~ [sin!i. (~, ~ )]Hw(P,q)F(P,q,t), 
fz 2 ap aq 

(7b) 

where H w (p,q) is the Weyl-tranformed Hamiltonian and the 
notation (a I aq, al ap) H wF means the Poisson bracket of the 
functions H wand F: 

( ~,~)Hw(P,q)F(P,q,t) ap aq 

= IHw(p,q),F(p,q,t)]PB 

aHw(p,q) aF(p,q,t) 

aq ap 
aHw(p,q) aF(p,q,t) 

ap aq 
(8a) 

We use now the following more explicit notation ofBaker l3 : 

and then the complete operator (2Ifz) sin (fz/2)(a lap,a laq) is 
defined through the formal series expansion of the sine: 

2{OO (-It - L ---'----~ 
fz n~O (2n + 1)1 

(8c) 

The evolution equation (7) can be derived in another way. We shall recall only the main steps ofthis derivation; for details 
see Secs. 6 and 7 of Ref. 1. The fundamental relation connecting the probability distribution F (p,q,t ) and F (p,q,O) is 

F(p,q,t) = II K(p,qIPo,qo;t)F(Po,qo,O) dpo dqo, (9) 

where K (p,q lPo,qo;t ) is the conditional distribution function. From (9), Moyal shows I that F (p,q,t ) satisfies the following 
evolution equation (which in fact is a particular case of the Pawula equations as we shall see later): 

aF(p,q,tj _ ~ ~ (- 1)n+m (~)n(~)m[ ( )F( )] 
- £.. £.. " a n.m p,q p,q,t , at n~O m~O n.m. ap aq (10) 

where the coefficients a n•m (p,q) are the "derivative moments" given by 

an m (p,q) = limJJ(1] - pt(s - q)m K (1],slP,q;t) d1] ds, 
• 1--+0 t (11 ) 
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and where 

K (1J,£ Ip,q;t) = 8(1J - p)8(£ - q) 

+ ktO (~~ :)! f:~J S (1J,£ I1JI,£tlS (1JI,SII1J2'£2)··.s (1Jk'£k lP,q) d1JI d£I···d1Jk d£k' (12) 

with 

S (1J,£ lP,q) = hi 3 f f [h (p + ~u,q - ~v) - h (p - ~u;q + ~v)le -Ilih l[u(P - 1]i +vlq - 511 du dv. (13) 

In principle Eqs. (11 H 13) could be used to find the coef
ficients a n,m (p,q), but in practice this is really hard to do; 
here we already know them from the other deduction, com
paring (10) with (7) we have 

an,m (p,q) = 0 if n + m is even, 

an,m(p,q) = ( - 1)ln + 3m -11/2 

(14a) 

x( !!..)n+ m-I( ~)m( ~)nH 
2 ap aq w(p,q), 

if n + m is odd, (14b) 

We remark that in this deduction the non-negativity of 
the distribution function has not been assumed, 

III. DISPROOF OF MOYAL'S ARGUMENT 

In his important paper (Ref. 1, Sec. 15) Moyal made 
some claims concerning the conservation of the non-nega
tive character of the Wigner function under the effect of time 
evolution. We shall now see that these claims are unfounded. 
Moyal's statement was the following: An isolated system 
with at least one cyclic coordinate e and in a pure state pre
serves the initially non-negative character of the Wigner 
function. The argument (Ref. 1, Sec. 15, p. 117) goes as fol
lows: 

(a) A canonical transformation is made from the origi
nal coordinate systempj,qj to the system (g, e, p;.Qj), where 
g is the conjugate of e and Pj' and Qj are the other (trans
formed) moments and coordinates. The transformed Hamil
tonian H (g, e, Pj,Qj) is then such that 

aH = 0 aH = const = 0). (15) 
ae ' ag 

(b) The evolution equation (7) is written in the (g, e, 
Pj,Qj) system. 

(c) 0) being a constant, the evolution equation [taken 
under form (7b)] can be written 

aF (g,e,Pj ,Qj ,t ) aF (g,e,Pj ,Qj ,t ) ------ + 0) ------
at ae 

+ ~ (sin!!.. (~,~ )1H(g,e,p;.Qj)F(g,e,p;.Qj) = o. 
fz 2 ap aQ 

(16) 

(d) In Eq. (16) the variables t and e can be separated 
from the others through the substitution 

F(g,e,p"Q;.t) = FI(e,! )F,(g,p;.Qj) 

which gives the following two equations: 
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(17) 

(ISa) 

(ISb) 

where f.l is a separation constant 
(e) Solving (ISa) we find that the time dependence is of 

the form 

exp[if.l(t + e /0))]. (19a) 

Comparing this time dependence with the expansion of 
the Wigner function in energy eigenfunctions (see formula 
S.1 of Ref. 1) we find 

(19b) 

where aj are the coefficients in the expansion of the wave
function in energy eigenfunctions I'" and the Fjk (p,q) are 
defined as follows (see formula 4.11 of Ref. 1): 

Fjk ( p,q) = _1_ i tPj(q + J.. v) 
h n R" 2 

xexp( ~ POV)tPk(q - +v)dV. 
From (19b) Moyal concludes that if F> 0 whatever e at 

t = 0, it must be non-negative for all t> 0. 
This "proof' is wrong due to the following two mis

takes: 
(1) The first and most serious mistake occurs in step (b), 

where Moyal writes the evolution equation (7) in the canoni
cal transformed system ( q,e,p;.Qj), which amounts to as
suming that Weyl's correspondence rule is covariant with 
respect to canonical transformation over the classical phase
space. But this covariance just does not hold (whatever quan
tization rule is assumed), as shown first by Van Hove (Ref. 
14, Chap. VI, Sec. 23), so that the evolution equation (7) is 
valid only in terms of the usual Cartesian coordinates p;.Qj 
(see Sec. 6, p. 105 of Ref. 1). The reader may easily build for 
himself an illustration of this situation by treating a two
dimensional harmonic oscillator, first in Cartesian and then 
in polar coordinates. 

(2) Even if step (b) were correct, the proof would still be 
wrong because step (c) is also erroneous. In this step, 0) is 
considered a constant, independent of the coordinates and 
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moments, and this is not generally true. Of course, it is a 
constant of motion, but, except for the case of the harmonic 
oscillator, it is not constant with respect to the variables of 
the system. Therefore, as a general rule, nonzero derivatives 
of aH / ag = {U would be generated by the operator (2/ h ) sin 
[(h /2)(a/ap,a/aq)] ofEq. (7b), and these derivatives are lack
ing in Eq. (16). Only for a linear system (harmonic oscillator) 
would {U be a genuine constant. In actual fact, for such a 
system, the evolution equation for the Wigner distribution 
function just reduces to the usual Liouville equation, as may 
be deduced from Eqs. (14), and this equation actually pre
serves the non-negative character of the distribution func
tion. From the analysis presented in this section, we may 
therefore conclude that Moyal's statement holds true for the 
trivial case of the harmonic oscillator, but, owing to the in
correct character of his proof, the question remains open, at 
this stage, as concerns the general case (nonlinear systems). 
We shall see in the next section that, for nonlinear systems, 
the answer is actually negative. 

IV. THE PURE STATE CASE 

In this section we consider only systems in a pure state. 
We prove that only the linear systems have the property that 
if at the initial time (taken here as 0) they are in a state with a 
non-negative Wigner function, then this function will be 
non-negative for all positive times; or equivalently, that if we 
have a nonlinear system with initial condition: 

'P(q,O) = exp! - HqtAq + 2b·q + c]), (20) 

where A is a complex matrix with 1 ReA 1 > 0, b an arbitrary 
complex vector, and c a normalization constant. Then for 
any time t> 0 (with the possible exception of a discrete set of 
times) the Wigner function will take negative values. This 
result may be considered as a generalization of a similar 
property proved by Guichardet for coherent states, through 
very different methods (see Ref. 15, Chap. 2, Sec. 2.2, Lem
mas 2.1). The connection between Guichardet's result and 
ours deserves some developments, which are presented in 
the Appendix. 

We know6
•
7 that for the Wigner function to be non

negative at any t> 0, the wavefunction must be of the form 

'P(q,t)=exp!-Hqt A(t)q+2b(t).q+c(t))), (21) 

with A (t), b(t), and c(t ) complex functions of time and 
1 ReA(t )1> 0 for all t> O. 

Thus, we must find which are the systems that have (21) 
as solution with initial condition (20). For that purpose, we 
substitute (21) in the Schrodinger equation with an arbitrary 
potential V(q) and we find the following equation (the Ein
stein summation convention is used): 

[ ~ A2(t) - i ~ A(t)] qj qj + [ fz2 A(t )b(t) - ifz b(t)] qj 
2m 2 ij m , 

+ [ ~ b2(t) - ~ Tr A(t) - i ~ C(t)] = V(q), (22a) 
2m 2m 2 

with initial conditions 

A(O) = A, b(O) = b, and c(O) = c. (22b) 

Since the powers of the q;'s are linearly independent, 
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this equation can be satisfied at any time if and only if 
V(q) = aijqjqj + f3jqj + y, i.e., if the system is a linear one, 
which is the announced result. 

V. THE PAWULA THEOREM 

Pawulal~12 has derived generalized Fokker-Planck 
equations for the conditional probability density functions of 
arbitrary random processes and found the conditions under 
which these equations are of finite order. In this section we 
expose his results. 

Let y(t ) denote an M-dimensional vector whose com
ponents are the M random variables Yj (t ) (i = 1, ... , M) be
longing to different random processes, and let p(y, t 1 Y, T) be 
its conditional probability density function conditioned by 
an arbitrary set (Y,T) of k values Y with k times of occur
rence denoted by T. Thus, Y stands for !y(l), y(2), ... , y(k)) and 
T d C' ! (I) (2) t(k)) stan s lor t ,t , ... , . 

For t f!;.T, the transition probability density function sat
isfies the following generalized Fokker-Planck equations: 

a 00 [M (_ 1 In. ( a )n.] 
-P(y,tIY,T)= I II-,--. 
at n, ..... nM~O '~I n j • ay, 

(J,n,#o) 
[A n~ .... nMP(y,t IY,T)], (23) 

where the derivate conditional moments are 

A ± = lim _1_E 
n" .. ,nM .:11--+0 ± Li t 

LVI!Yj(t + Lit) - Yj(tWi1y,t,y,T)], (24) 

where the superscript + (resp. -) in A ± corresponds to 
the choice of the limit Lit-o+(resp. Lit-o-). 

Here some words of explanation are needed in order to 
prevent confusion. The A + coefficients correspond to the 
familiar Fokker-Planck equation of the theory of Markov 
processes ("forward" equation), but the A - coefficients do 
not correspond to the so-called backward equation (see, e.g., 
Arnold, Ref. 16, Chap. 2). Indeed, the backward equation 
for Markov processes has the same coefficients A +, but in 
front of the derivation operators instead oflying inside. The 
A - coefficients correspond to the Fokker-Planck equation 
for the time-reversed process. (See Nelson, Ref. 17, Chap. 13. 
Our A + coefficients correspond to Nelson's band D, while 
our A - correspond to Nelson's b * and D *). For the sake of 
definiteness, we shall consider from now on the usual 
Fokker-Planck equation, i.e., the A + coefficients (corre
sponding to Lit-o+), and we therefore shall omit the + 
superscript. 

We now consider conditions under which Eq. (23) is of 
finite order in the variablesYj; these conditions are given by 
the so-called Pawula theorem. 

First of all, we must define the one-dimensional deri
vate moments U~~ (i = 1,2, ... , M): 

U(I) = lim _1_E 
ni .:11--+0 Li t 

(25) 
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where tiT[i 1 C T and T[i 1 C Y. It is easy to see that 

U~~ = E [Ao.o .... n, ....• o IYpt;Y[il,T[i]] ' (26) 

where E [A Iypt; Y[i 1 T[i 11 means that averaging of A has 
been performed with respect to Yj (j ¥- i) and all variables y\a) of 
the set Yexcept those belonging to the subset Y[i 1 (hence, the 
result can depend only on the subset of times T[i 1 corre
sponding to the subset Y[ij)' We can now state the: 

Pawula theorem: If each of the one-dimensional deri
vate moments U~; is finite and vanishes for some even n;, 

then 

An".,nM = 0 (with probability 1) (27) 

for every set [n; J such that l:::' 1 ni > 3. 
We finish this section with two remarks about this 

theorem: 
(i) it is independent of any derivation ofEq. (23); (ii) it is 

valid for moments in general and not only for derivate mo
ments as has been enunciated here (see Lemma 1, Sec. III of 
Ref. 11). It is therefore a theorem about moments in general. 

VI. THE GREEN'S SOLUTION OF THE EVOLUTION 
EQUATION 

Let us analyze the relations of the Moyal evolution 
equation (10) and the Pawula equation (29). First we remark 
that the function K (p, q iPo ,qo;t) [Eqs. (9)-( 13)] is the distri
bution function F( p, q, t) which corresponds to the initial 
condition F (Po, qo' 0) = 8( Po - Po )8(qo - qo), i.e., it is the 
Green's solution of Eq. (10). 

Comparing (10) and (11) with (29) and (30) we see that if 
K (p, q iPo,qo;t ) is a true probability density, then Moyal's 
equation (10) is a particular case ofPawula's equation (29) 
and we can utilize the theorem of the preceding section; thus 
we suppose thatK (p, qlpo, qo; t) is a true probability density, 
i.e., that K (p, ql Po, qo; t) is non-negative for all t. 

From Eqs. (14) and (26) we have 

U~~ = Uiq~ = 0, n = 1, 2, 3, ... , (28) 

i.e., all the even one-dimensional moments vanish. Also 
from (14) and (26) we see that the odd one-dimensional mo
ments do not necessarily vanish and we can suppose that for 
real physical systems they are all finite. Thus, all the condi
tions required for the application of the Pawula theorem are 
fulfilled, and we must have, from Eq. (27), a n,m (p, q) = 0 for 
all n, m such that n + m > 3. Going back again to Eqs. (14) we 
see that only the linear systems satisfy this condition; thus 
for nonlinear systems we have a contradiction, whose solu
tion is that the hypothesis made aboutK (p, q iPo, qo; t ) is false; 
in other words, K (p, q iPo, qo; t ) is not a true conditional prob
ability density. Then we have two alternatives: 

(i) K (p, q iPo, qo; t) is not normalizable; 
(ii) K (p,qiPo, qo; t) takes on negative values. 
The first one must be rejected because it implies that the 

moments an,m (p,q) would be infinite and this is not the case; 
thus we have only the second alternative, i.e., K (p, qiPo, qo; t) 
is not non-negative. 

We remark that, strictly speaking, this conclusion has 
been established for short times only, because it has been 
deduced from a property of the derivate moments, which are 
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defined in the limit 1-0. 
Another remark is that this result is valid for an arbi

trary number of dimensions and for both pure and mixed 
states. 

Finally, the fact thatK (p, qiPo, qo; t) takes negative val
ues for short times does not automatically imply that the 
Wigner function has the same property. In actual fact, from 
(9), we see that an integration is involved, and we do not 
know yet when this integration gives a negative value. 

VII. CONCLUSION 

We conclude that the Wigner phase-space formulation 
of quantum mechanics is not probabilistically consistent. Al
though for the general case we have not shown that the 
Wigner function will lose its initially non-negative character, 
the fact that its evolution kernel [Eq. (9)] can take negative 
values is enough for drawing the conclusion above. 

We may distinguish a "static" and a "dynamical" as
pect in the "non-positive" character of the Wigner function: 
the static aspect refers to the fact that the Wigner function 
corresponding to some given quantum state may be non
positive, while the dynamical aspect refers to the fact that, 
even if we take some non-negative Wigner function, we may 
lose this non-negative character under the effect of the time 
evolution governed by Moyal's Eq. (7) (itself deduced from 
the von Neumann evolution equation through the Weyl cor
respondence rule). The dynamical aspect may be considered 
as still more important than the static aspect because, even if 
we find some non-negative Wigner distribution, this non
negative character is not kept under time evolution. The im
portance of this issue was clearly appreciated by Moyal (Ref. 
I, Sec. 15), but the fact that the quantum law of evolution 
implied a negative answer (i.e., nonconservation of the posi
tive character) was not at all evident, as shown by the fact 
that Moyal attempted (without success, as we showed in the 
present work) to prove the opposite property. 

Finally, we want to emphasize that, due to the general 
character of the Pawula theorem, the proof given in Sec. VI 
may, at least in principle, be extended to any of the phase
space formulations given by Cohen. 2 
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APPENDIX: CONNECTION BETWEEN THE 
CONSERVATION OF THE POSITIVE CHARACTER OF 
THE WIGNER FUNCTION UNDER TIME EVOLUTION 
AND THE PROPERTIES OF COHERENT STATES 

This appendix discusses the relationship between the 
results of our Sec. IV and some properties of coherent states 
as formulated by Guichardet. 15 The mathematical develop
ments provided by this author are based upon the so-called 
"symmetric Hilbert spaces" SH (more familiar to the quan-
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tum physicist under the name of "Fock space") associated 
with a given Hilbert space H, and these developments may 
look at first sight rather unrelated to the present work. We 
therefore feel it appropriate to describe in a sufficiently de
tailed way the connection between his work and ours. First 
of all, it must be recalled that the usual Hilbert space L 2 of 
the functions of one variable may be considered as a "sym
metric" (Fock) Hilbert space built from the one-dimensional 
space R I (the set of the real numbers) (see Ref. 15, Example 
2.1), and similarly the space of the functions of n variables 
(possibly with some prescribed symmetry) will be considered 
as a "symmetric" (Fock) space built from the n-dimensional 
space R n. This property enables us to apply Guichardet's 
general results to the usual n-particle Hilbert space of quan
tum-mechanical wavefunctions. The so-called coherent 
states, denoted EXP a are introduced (Ref. 15, Definition 
2.2); in the one-dimensional case, after multiplication by the 
"basic measure" exp ( - y2/2), they just become Gaussians 
with arbitrary centers (but standard deviation fixed to unity), 

exp( - y2/2)EXP(a) 

= exp( - y2/2)exp(ay - a2/2) = exp[ - (y - a)2/2]. 

The problem is now to find the group f1 H of the unitary 
operators which leave globally invariant the set of all coher
ent states (possibly multiplied by some arbitrary constant). 
The answer is precisely provided by Lemma 2.1 of Ref. 15: 
f1 H is made from the operators 

U A .b•c = CUj,b.1 UA,O,I' 

(1) c is a complex constant with modulus 1. 
(2) UA,O.I denotes the natural extension to the symmetric 

Hilbert space SH of the unitary operator A acting on the 
basic Hilbert space H, namely 

UA.O,I (EXP a) = EXP(Aa) 

(since, in our case, H = R n, A is just a familiar finite-dimen
sional unitary transformation). Note that A does not act 
upon the variable y of the Gaussian function EXP a, but on 
the parameter a which defines the center of the Gaussian. 

(3) Finally, Uj,b,1 (where b denotes an element of the 
basic Hilbert space H) is defined through 

Uj,b, I (EXP a) = exp[ - !llb 112 - (alb )]EXP(a + b), 

i.e., Uj,b, I realizes an arbitrary translation (with translation 
vector b ) of the center a of the Gaussian function [the scalar 
factor in front ofEXP (a + b) merely preserves the normali
zation]. 

To sum up, apart from the multiplication by some con
stant c (with modulus 1), the unitary transformations map
ping coherent states onto coherent states just correspond to 
an arbitrary displacement of the center of the Gaussian asso
ciated with the coherent state (UA,O,I corresponds to rota
tions, U1,b,1 to translations). Now, all such mappings may 
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precisely be generated by the evolution operator exp (iHI ) 
where H is the Hamiltonian of the harmonic oscillator 
whose ground state is the basic Gaussian measure exp 
( - y 2/2), and no other Hamiltonian may exhibit the same 
property. Indeed, the set of coherent states spans the whole 
symmetric Hilbert space (SH = L 2). Thus, an evolution op
erator exp (iH! ), and hence, its infinitesimal generator iHt, is 
entirely defined by its action upon the coherent states, and 
therefore, if some mapping may be expressed as exp 
(iHharm t) where H harm is a harmonic oscillator Hamiltonian, 
no other Hamiltonian may generate just the same mapping. 
We are thus led to the following conclusion as a corollary of 
Guichardet's Lemma 2.1: Any evolution operator which 
changes coherent states into coherent states (corresponding 
to some given basic harmonic Hamiltonian H harm) just corre
sponds to the evolution generated by this basic harmonic 
Hamiltonian, i.e., it is of the form exp (iHharm t ). In our Sec. 
IV, we derive just the same conclusion, but from less restric
tive assumptions, since we only assume that Gaussian func
tions are changed into Gaussian functions without requiring 
that initial and final Gaussians have the same dispersion, i.e., 
without assuming that they are coherent states of one and the 
same basic harmonic oscillator. 

IJ. E. Moyal, Proc. Cambridge Philos. Soc. 45, 99-124 (1949). 
2L. Cohen, J. Math. Phys. 7, 781-786 (1966). 
'(a) H. Groenewold, Physica 12, 405-460 (1946); (b) J. C. T. Pool, J. Math. 
Phys. 7, 6~76 (1966); (c) S. de Groot, La transformation de Weyl et la 
fonction de Wigner: une forme alternative de la mecanique quantique (Ies 
Presses de l'Universite de Montreal, Montreal, 1974). 

'T. A. Brody, "Problems and Promises of the Ensemble Interpretation of 
Quantum Mechanics," Preprint IFUNAM 80-08, Universidad Nacional 
Autonoma de Mexico, 1980. 

5E. Wigner, Phys. Rev. 40, 749-759 (1932). 
6R. L. Hudson, Rep. Math, Phys. 6, 249 (1974). 
7F. Soto and P. Claverie, "When is the Wigner function of multidimen-
sional systems nonnegative?," J. Math. Phys. 24, 97 (1983). 

8e. Piquet, C. R. Acad. Sci. Paris Ser. A 279,107 (1974). 
9(a) R. J. Glauber, Phys. Rev. 131, 276~2788 (1963); (b) J. R. Klauder and 
E. C. G. Sundarshan, Fundamentals of Quantum Optics, (Benjamin, New 
York, 1968), Chap. 7. 

lOR. F. Pawula, "Generalizations and extensions of the Fokker-Planck
Kolmogorov equations," doctoral thesis, California Institute of Techno
logy, 1965. 

"R. F. Pawula, IEEE Trans. Inform. Theory 13, 33-41 (1967). 
12R. F. Pawula, Phys. Rev. 162, 18~188 (1967). 
"G. A. Baker, Jr., Phys. Rev. 109,2198-2206 (1958). 
14L. Van Hove, Bull. CI. Sci. Acad. R. Belg. Mem. in S·(2nd series) 26(6),1-

102 (1951). 
15 A. Guichardet, Symmetric Hilbert Spaces and Related Topics, Lectures 

Notes in Mathematics, Vol. 261 (Springer, New York, 1972). 
16L. Arnold, Stochastic Differential Equations (Wiley-Interscience, New 

York, 1974). 
I7E. Nelson, Dynamical Theories of Brownian Motion (Princeton U. P., 

Princeton, NJ, 1967). 

F. Soto-Eguibar and P. Claverie 1109 



                                                                                                                                    

Transfer matrices for one-dimensional potentials 
Asher Peres 
Department 0/ Physics, Technion-Israel Institute o/Technology, 32000 Haifa, Israel 

(Received 11 December 1981; accepted for publication 28 February 1982) 

The one-dimensional Schrodinger equation can be written as a first-order multicomponent 
equation by considering t/J and dt/J/dx, or combinations thereof, as independent variables. A 
potential barrier is then represented by a matrix belonging to one of the homomorphic groups 
SUI 1,1), SO(2, 1), Sp(2,R ), or SL(2,R ). The relationship between these groups is clarified. In various 
applications, one of them may tum out more convenient than others. In particular, SO(2, 1), which 
is obtained by using as a basis some bilinear combinations of ¢; and dt/J/dx, leads to remarkable 
results: The Schrodinger wavefunction is represented by a trajectory on a unit hyperboloid; a 
periodic potential corresponds to a pseudorotation around a fixed axis; a random potential gives a 
random walk on the hyperboloid. This method can also be used to calculate bound states (in 
potential wells) and may have many other interesting applications. 

PACS numbers: 03.65. - w, 02.20. + b 

I. INTRODUCTION 

One-dimensional physics 1 is a convenient theoretical 
laboratory to test analytical and numerical methods before 
applying them to the real world. 

In this paper, group theory is used to discuss some pro
perties of the one-dimensional time-independent Schro
dinger equation 

( - fz2/2m)t/J" + V( x)t/J = Et/J. (1) 

A potential barrier (or potential well) is represented by a 
transfer matrix belonging to one ofthe four (homomorphic) 
noncompact groups2 SU(l,l), SO(2,1) Sp(2,R), and SL(2,R). 
The relationship between these groups is clarified, and it is 
shown that in various applications one of them may tum out 
more convenient than the others. 

The outline of this article is as follows. In Sec. II, we 
write t/J as the sum of forward and backward amplitudes. 
These amplitudes can then be used as a basis to define trans
fer matrices, belonging to the two-dimensional representa
tion ofSU( 1, 1). Section III discusses the infinitesimal gener
ators of the SU(I,I) group and the resulting finite 
transformations. Higher-dimensional representations are 
introduced, leading to the homomorphic group SO(2, 1). The 
latter has a special status in this work, as shown in Sec. IV: 
The Schrodinger wavefunction can be represented by a tra
jectory on a unit hyperboloid, involving only two real first
order equations (the third variable, a phase, has been elimin
ated). Section V is devoted to transmission through 
disordered chains, a topic of high current interest. In Sec. VI, 
we examine the effect of arbitrarily shifting the zero of the 
energy scale. The total energy must however remain positive 
(as in all the preceding sections). Negative energies, in parti
cular bound states, are discussed in Sec. VII. They involve 
representations ofSp(2,R ). Finally, Sec. VIII presents a for
malism based on SL(2,R ) which is valid for both positive and 
negative energies, at the cost of using expressions which are 
not dimensionally homogeneous. 

Throughout this paper, scalar products are defined, 
which involve various indefinite metrics. The resulting 
transfer matrices are not normal (they do not commute with 

their adjoints) but "pseudo-normal" with respect to the ap
propriate indefinite metric. Some properties of pseudo-nor
mal matrices are briefly reviewed in Appendix A, and some 
properties of "average" transfer matrices are discussed in 
Appendix B. 

II. FORWARD AND BACKWARD AMPLITUDES 

For a free particle, V = 0 and E> 0, the solution ofEq. 
(1) is 

t/J = Feikx + Ge - ikx, 

where F and G are constants and 

k = (2mE)1/2/fz. 

(2) 

(3) 

The first term in (2) is the forward amplitude (positive x di
rection); the second one is the backward amplitude. This 
decomposition of t/J can be generalized for arbitrary V( x). 
Define 

f = (t/J + t/J'/ik )/2 (4a) 

and 

g = (t/J - t/J'/ik )/2, (4b) 

with k still given by Eq. (3). (This decomposition is similar to 
the one used for the Klein-Gordon equation by Feshbach 
and Villars,3 and it will likewise lead to the introduction of 
an indefinite metric.) It is easily seen that, for V = 0, we have 
f = Feikx andg = Ge - ikx. For V =1= 0, the physical meaning of 
f and g is illustrated by Fig. 1. However, it must be pointed 
out that the decomposition t/J = f + g is not invariant under a 
shift of the energy scale 

V-V +.:1, E-E +.:1, (5) 

although the SchrOdinger equation (1) is, of course, invariant 
under this rescaling. This problem will be discussed in Sec. 
VI and the case E < 0 in Sec. VII. 

Differentiating (4) with respect to x and using (1), we 
obtain 

f' = ik [f - (f + g)V /2E ], 

g' = - ik [g - (f + g)V /2E ]. 

(6a) 

(6b) 

1110 J. Math. Phys. 24 (5), May 1963 0022-2466/63/051110-10$02.50 @ 1963 American Institute of Physics 1110 



                                                                                                                                    

v(x) 

8 

FIG. I. The physical meaning ofJandg can be understood by making a 
narrow "cut" in the potential V(x), namely assuming V(x) = 0 in a small 
segment of length D. (This is somewhat analogous to the old-fashioned way 
of defining E and D in a dielectric by cutting small cavities of various 
shapes.) This procedure leaves !/JH finite, and therefore does not affect !/J nor 
!/J'in the limit &-.0. Inside the "cut," Eq. (2) holds exactly, and Fe ikox and 
Ge - ,kx are equal to the local values of J and g. 

These equations can be simplified by introducing a two-com
ponent object 

a dimensionless potential 

u(x) = V(x)/E, 

and a dimensionless length parameter 

t= -kx 

(7) 

(8) 

(9) 

(the minus sign for later convenience). Differentiation with 
respect to t will be denoted by a dot, as if t were the time (this 
cannot cause any confusion, since our problem is time inde
pendent). With these notations, we obtain 

.' (1 - u/2 - u/2 ) lrp = rp 
u/2 - 1 + u/2 

(10) 

or 

( 11) 

where U z and uy are the standard Pauli matrices. (Of course, 
no spin is involved in this problem.) 

Ifwe think oft as the time, the operator on the rhsof(ll) 
is the "Hamiltonian," and at first sight it is surprising that 
the latter is not Hermitian. However, we must remember 
that we are not discussing a time evolution (where we would 
expect sl f + gl2dx to be constant) but the spatial depen
dence of forward and backward amplitudes. The conserved 
quantity is the total current density4 

j = (fl/2im)("¢t/J' - ¢'t/J), 

which can be written, by virtue of (4) and (6), as 

j = (M /m)(lfI 2 
- Ig12) = (M /m)rptuz rp. 

It is convenient to normalizej as M /m so that 

(12) 

(13) 

rptuzrp= 1. (14) 

We see that U z plays the role of an indefinite metric3 for the 
normalization of rp. 

With this indefinite metric, the "Hamiltonian" (11) is 
pseudo-Hermitian, because 

(iuy)t = uz(iuy)uz . (15) 
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(In this paper, the prefix "pseudo" will be used to mean: 
"with respect to the indefinite metric being used.") For finite 
t, Eq. (11) generates a pseudo-unitary transformation 

rp(t) =A (t)rp(O), (16) 

where the transfer matrix A (t ) can be written as5
-

8 

A (t) = (~ ~). (17) 

with 

(18) 

Therefore, A (t) belongs to the SU(I,I) group.2 
The physical significance of the coefficients M and N is 

illustrated by Fig. 2. We have a barrier penetration problem, 
w here the transmitted amplitude t/J = eik Ix - 0) has been nor
malized in compliance with Eq. (14). We write the incoming 
plus reflected amplitude as t/J = Meik Ix - b) + Ne - ik Ix - b) 

and current conservation ensures Eq. (18). The explicit val
ues of M and N for a given barrier can be obtained by inte
grating the Schrodinger equation (1) or (10), starting from 
the known value of rp at x = a and proceeding toward x = b. 
[Going in the negative x direction is like going in the positive t 
direction. This is the reason it was convenient to put a minus 
sign in Eq. (9).] We thereby determine the first column ofEq. 
(17). The second column is then obtained by replacing t/J by ¢ 
(this corresponds to a time reversal, i.e., to a pure incoming 
wave at x = a). 

If there are several potential barriers with transfer ma
trices C, B,A, say (in that order, from left to right) the overall 
transfer matrix is CBA. Note that the transfer matrix of an 
"empty" region (V = 0) of length L is 

(
e - ikL 0) 

Ao = 0 eikL ' (19) 

An important case is when the same barrier is repeated 
n times (for infinite n, we would have a periodic potential). 
The behavior of A n for large n is controlled by the eigenval
ues of A. The characteristic equation for the matrix (17) is 

A 2 - A ( M + M) + 1 = O. (20) 

Three cases must be distinguished, depending on the value of 
M + M = TrA (which is in general a function of E). 

If I ReM I> 1, we may write ReM = ± cosh(O /2) and 
the eigenvalues of A are A I = ± eO 12 and A2 = 1/ A I (in the 

o 

VI x) 

'" ~ ( Me,k(x-bl ) 
Ne -ik (x-b) 

FIG. 2. A plane wave impinges at b on a potential barrier with compact 
support b,;;;x';;;a. The transmitted part is normalized to unity at x = a. The 
incoming and reflected amplitudes at x = bare M and N, respectively. The 
transmission probability is 1M 1-' and the reflection probability IN 1M I'. 
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next section, it will become clear why we write 012 rather 
than simply 0). The largest eigenvalue of A n then is ± en() 12, 

implying that the matrix elements M and N grow exponen
tially with n. The transmission probability of the barrier, 
1M 1- 2

, decreases as e - n(). 

On the other hand, if I ReM 1< 1, we may write ReM 
= cosIO 12) and then Al = 1/ A2 = ei

()12. The eigenvalues of 
An th us are e ± in() 12. If 0 hr is rational, there will be some 
finite n for which A n = I. If not, there will still be finite n for 
which An will be arbitrarily close to the unit matrix (see 
Appendix A). Therefore, the transmission probability oscil
lates and (quasi-) periodically returns to 1 as n increases. The 
energy E is said to be in a conduction band (the preceding 
case corresponds to a forbidden band, but it is really forbid
den only for infinite n). 

Finally, in the exceptional case I ReM I = 1, the matrix 
elements of A n grow linearly rather than exponentially with 
n, see Eq. (A 7). 

From Eqs. (17) and (18) we obtain 

A -I=(~N ~1=azAtaz. (21) 

Therefore, A is pseudo-unitary (with respect to the metric az ) 

and in particular is pseudonormal. Some properties of pseu
donormal matrices are discussed in Appendix A. 

III. INFINITESIMAL GENERATORS AND FINITE 
TRANSFORMATIONS 

An SU(I,I) matrix very close to the unit matrix I can be 
written as 

A~I - sxS - Sy1] + ST7, (22) 

where the real numbers S, 1], 7 are very small, and 

Sx = !(~ ~), (23a) 

Sy =!e ~ i). (23b) 

ST = !(~ ~ J. (23c) 

It is convenient to define a "vector"6 = (S,1],7) and to write 

(24) 

The signs in (24) have been arbitrarily chosen (for later con
venience), but no sign convention can alter the fact that the 
three commutation relations 

must have different signs on their right-hand sides. 

(25a) 

(25b) 

(25c) 

Note that the s are pseudo-anti-Hermitian with respect 
to the metric az , 

(26) 

and that their anticommutators are 

(27) 
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where 

Gxx = Gyy = - 1, 

GTT = 1, 

and the other G mn = O. It follows that 

(S.6)2 = _ 0 2/4, 

where 

(28a) 

(28b) 

(29) 

0 2 = Gmn Om On = r - S2 _1]2. (30) 

Ajinite transfer matrix can now be written as 

exp(s·6)-1 + (s'6) + (s·6)2/2! + (s.6f/3! +... (31) 

= cosIO 12) + sin(O 12)(s·610), (32) 

by virtue of (29). Comparing with (17) and (23), we obtain 

M = cosIO 12) + sin(O 12)(i7/0), (33a) 

N = - sin(O 12)(S + i1])/O. (33b) 

These formulas are convenient when 0 2 > 0, i.e., I ReM I < 1. 
This is the conduction band, as defined in the preceding sec· 
tion. If() 2 < O,oneshouldreplacecos(O 12)bycosh(IO 1/2)and 
sin(O 12)/0 by sinh(IO 1/2)/10 I. In the exceptional case 
0 2 = 0, one simply has exp(s·6) = 1 + s·6 [see Eq. (A6)]. 

We now arrive at the main point of this article. The 
commutation relations (25) can be realized not only by 2 X 2 
matrices, but also by matrices of higher dimensionality, for 
example 

Sx~G 
0 

~} 0 

0 

(34a) 

S,~G 
0 

~1} 0 

-1 

(34b) 

ST~G 
-1 

D 0 

0 

(34c) 

The basis for this three-dimensional representation of 
SU(I,I)--or, as we shall see, ofthe homomorphic group 
SO(2, 1 )-must be bilinear in the one used hitherto (namely I 
andg), just as the vectors acted upon by the ordinary rotation 
group SO(3) are bilinear in the two component spinors which 
are the basis for SU(2). 

This can be seen as follows. Define a "vector' 
R = (X,Y,T) by9 

X=lg+lg=(#-#)/2, 
Y = i(fg - Ig) = (# + #)/2, 

T=ll+gg= (¢tf!+ #)/2. 
It is straightforward to verify that an infinitesimal 
transformation 

IJI---+IJI' = IJI + (s·6) IJI 

indeed yields 

R---+R' = R + (S.6)R, 

where S·6 is defined as in Eq. (24). 

(35a) 

(35b) 

(35c) 

(36) 

(37) 

Here, one may be tempted to define a fourth component 
of R as Z = 71 - g g; however, Z = 1 by virtue of (14). For 
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the same reason 

T2 _ X 2 _ y2 = 1, (38) 

i.e., the vector R is constrained to lie on the upper sheet of a 
unit hyperboloid (Fig. 3). 

We now see that the tensor Gmn ofEq. (28) is the inde
finite metric of the R space. The relevant group is SO(2, 1). Its 
representations have been discussed extensively. to This 
group has many applications in physical problems, such as 
collective motions in a nucleus, II superftuidity, 12 coherent 
states, 13 large-N expansions in quantum mechanics, 14 and, 
of course, as a subgroup of the Lorentz group. I shall hence
forth freely use the "relativistic" terminology, although the 
problem discussed here has nothing to do with the theory of 
relativity. 

Finite pseudo rotations can be written as exp(So9), just 
as in Eq. (31), but now there is no simple formula like (29) to 
go over to Eq. (32). Rather, we shall use a method similar to 
the one giving the matrix for a finite SO(3) rotation. IS We 
define a vector product in (2 + 1 )-Minkowski space as 
follows: 

(39) 

or, explicitly, 

(40) 

Note that 9 X 9 does not vanish, i.e., 9 is not invariant under a 
pseudorotation through an "angle" 9. Rather, the invariant 
vector is 

9' = ( - Tj, - 5',1'). (41) 
I 

exp(So9)R = R + (9XR) + (9X(9XR))/2 + 
- 02(9XR)l3! - 02(9X(9XR))/4! + ... 

x 

FIG. 3. The unit hyperboloid T2 - X 2 - y2 = I with a trajectory resulting 
from a uniform pseudo-rotation around the invariant vector e'. In this 
drawing. e' is timelike and the trajectory is an ellipse. For spacelike e'. the 
trajectory would be a hyperbola. 

It satisfies 

and 

(9')' = 9, 

9X9' =0, 

9'2 = 92. 

A direct caluclation then shows that 

9X(9XR) = - 02R + 9'(9'oR) 
and 

9X(9X(9XR)) = - 02(9XR). 

(42) 

(43) 

(44) 

(45) 

(46) 

The last equation is formally identical to that for the Euclid
ean vector product, and we can therefore write lS 

= R + (sinO 10 )(9XR) + [(1 - cosO)lO 2J9X(9XR), 

= cosOR + (sinO 10 )(9XR) + [(1 - cosO)lO 2J9'(O'oR). 

(47) 

(48) 

(49) 

[As usual, if 0 2 < 0, we replace cosObycoshlO I and sinO IOby sinhlO 1/10 I. If 0 2 = 0, only the first three terms of(47) appear.] 
We thus finally obtain the explicit form of the SO(2, 1) transfer matrix: 

- 5'TjC -1'S 

-5' 2C+ cosO 

5'1'C + TjS 

where 

S =sinO /0, (51) 

and 

C=(1 - cosO )/02=2sin2(0 /2)10 2. (52) 

Now, by virtue of (33), it is also possible to write 

5'S = - 2ReMReN, (53a) 

TjS = - 2ReMlmN, (53b) 

1'S = + 2ReM ImM, (53c) 

with similar expressions for 5' 2C, etc. Also 

cosO = 2cos2(0 12) - 1 = 2(ReM f - 1. (54) 

1113 J. Math. Phys., Vol. 24, No.5, May 1983 

We thus obtain the equivalent expression 

(

Re(M 2 + N 2) - Im(M2 + N 2) 

A = Im(M2 - N 2) Re(M2 _ N 2) 

2Re(MN) - 2Im(MN) 

(50a) 

(50b) 

2Re(MN) ) 
2Im(MNJ . 

IMI2 + INI2 
(55) 

This result could also have been obtained directly from (35) 
and the transformation! -M! + Ng and g-N! + Mg [see 
Eq. (17)]. 

Note that the TTcomponent in (55) is always larger 
than unity, because of (18). This is a general property of Lor
entz transformations. Another general property, 

detA = 1, (56) 
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is due to the fact that we have a continuous transformation 
generated by the traceless matrices (34). Moreover, it follows 
from (50) and (51) that 

TrA = 1 + 2 cosO (57) 

(or 1 + 2coshiO I ire 2 < 0.) We can thereby find al/ theeigen
values of A = exp(S·O): One of them must be unity, corre
sponding to the invariant eigenvector 0' [see Eqs. (39) and 
(43)]. It then follows from the characteristic equation 
det(A - AI) = 0 that the two other ones are A I = eifJ or 
± e1lil , andA 2 = lIA 1• The discussion then proceeds just as 

after Eq. (20). If 

- 1 <TrA <3, (58) 

the energy is in a conduction band; otherwise, it is in a forbid
den band. 

IV. SCHRODINGER EQUATION ON THE UNIT 
HYPERBOLOID 

In this section, we shall write the one-dimensional time 
independent Schrodinger equation in terms of the real "vec
tor" R = (X,Y,T), defined by Eq. (35). The "Hamiltonian" 
will be a real 3 X 3 matrix, similar to the pseudo-Hermitian 
"Hamiltonian" (11) used for the "spinor" representation (7). 
Indeed, Eq. (11) can be rewritten, by virtue of(23), as 

Ip= [ - uS y - (2 - u)sr] CJI. (59) 

Likewise 

R= [-uS y -(2-u)Sr]R, (60) 

as can be directly checked from (1) and (35). The "angular 
velocity" 

0' = (u,O ,2 - u), 

2-u 

o 

up to a normalization factor. From (62) we have 

D (611 

(62) 

0'2 = 4( 1 - u). Thus, if u < 1 (i.e., V < E, the classically al
lowed region), 0' is "timelike" and the nonnull eigenvalues of 
fl are imaginary. On the other hand, for u > 1 (i.e., V>E), 0' 
is "spacelike" and the nonnull eigenvalues of fl are real. 
Note that these properties cannot be affected by a shift of the 
origin of the energy scale. 

These results can be visualized as follows. The antisym
metric part of the matrix fl is a Euclidean rotation in the XY 
plane (around the timelike T axis) with angular velocity 
(2 - u). The symmetric part is a Lorentz boost in the YT 
plane (around the space like X axis) with acceleration u. The 
Schrodinger equation can therefore be interpreted as a com
bined rotation and boost of the representative point 
R = (X, Y, T) on the unit hyperboloid 

(63) 
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As we see from Eq. (61), fl consists of a part proportion
altou = V IE,andapartflo = - 2ST ,causingarotationof 
R even in the absence of a potential. This free rotation can be 
eliminated by using a rotating coordinate system, in a way 
similar to Dirac's "interaction picture." Let 

fl = flo + ufl p (64) 

wherefl , =ST -Sy. Then 

R' = exp( - flot )R 

satisfies 

(65) 

R' = u exp( - flot)fl I exp(flot )R' (66) 

( 

0 - 1 - sin2t) 
= u 1 0 COos2t R'. (67) 

- sin2t cos2t 

This equation, which is exact, may conveniently be used as a 
starting point for a perturbation expansion, if u is small. 

It is also possible to give the Schrodinger equation a 
remarkably simple form9

•'6 by introducing polar coordi
nates X and ¢ (see Fig. 3), thereby eliminating the constraint 
(63). Let 

T= coshX (68) 

and 

X + iY = sinh X ei
</>. (69) 

We obtain from (60), or directly from (1) and (35), 

x = usin¢, (70) 

¢=u-2+ucothxcos¢. (71) 

The surprising property of these first order equations is 
that both are real! It is very easy to convert the Schrodinger 
equation (1) into a pair of complex first-order equations, e.g., 
(6a), and (6b), but the fact that two real equations were ob
tained implies that some information has been lost. This can 
indeed be seen if we attempt to solve (35) for t/J, subject to the 
current normalization 

i(?i!p - lft/J)l2 = 1. (72) 

We obtain 

!Pit/! = (Y - i)l(T + X), (73) 

but there is no algebraic solution for t/J itself. Note that the 
value of !ph/J is indifferent to multiplying t/J by a constant 
phase. 

Likewise, if we try to solve (35) forJandg, subject to the 
constraint (14), we obtain 

J = coshU:' 12) exp[i(a + ¢ )12], 

g = sinhU:' 12) exp[i(a - ¢ )12], 

(74a) 

(74b) 

and the phase eia
/2 remains algebraically undetermined. 

However, it is not arbitrary! Substitution of(74) in (10) yields 
(70), (71), and also 

ex = - u cos¢ Isinhx, (75) 

so that only a constant phase is left undetermined. 
The remarkable result here is that we do not need a to 

solve the "reduced" Schrodinger equation (70) and (71). 
Moreover, in many physical applications9

•
16 X is large, and 

we can replace cothX by unity in Eq. (71). The latter can then 

Asher Peres 1114 



                                                                                                                                    

be solved, analytically or numerically, for ¢ and substitution 
in (70) readily yields X. 

To conclude this section, let us examine the case of a 
delta-function potential V = V ~(x), an approximation often 
used in solid state physics. As b( x) = kb(t ), we have 

u = (2m Vc/lfk )b(t )=vb(t ). (76) 

This can be considered as the limit of a rectangular potential 
u = ViE for 0 < t < E, as E~. Now, the transfer matrix for a 
constant potential u over a dimensionless distance ..1 t = a is 
given by Eqs. (50)-(52), with 

6 = (O,ua, - (2 - u)a), (77) 

as can be seen from (60). In the present case, ua = - v and 
we get 6 = (O,v,v), so that () 2 = O. We thus have, instead of 
(51) and (52), S = 1 and C =~, and (50) becomes 

-v 

v 

This can also be written as 

-v 
o 
v 

from which it follows that 

A (v)A (w) =A (v + w), 

(78) 

(79) 

(SO) 

just as in Eq. (AS). Since TrA (v) = 3, there is only a single 
degenerate eigenvalue, A = 1, corresponding to a unique 
null invariant eigenvector 

6' = (- 1,0,1). (SI) 

V. TRANSMISSION THROUGH DISORDERED CHAINS 

There has recently been considerable interest in the 
conduction properties of disordered media. For a one-di
mensional chain, it has been argued that the electric resis
tance is 17-20 

(S2) 

The universal constant 1Tfzle2 is 12906 {J in engineering 
units, but the "resistance" (S2) has properties very different 
from those familiar to electrical engineers! E.g., consider a 
rectangular barrier oflength a and height u = 1 - (1TI2af. 
From Eq. (77) we have () = 1T and, therefore, by Eq. (33b), 
IN 12 = 1J2/(} 2 = (al1T)2 -!. The "resistance" ofthis barrier 
can therefore be made arbitrarily large by increasing a. How
ever, two consecutive barriers, as shown by Fig. 4, have zero 
"resistance," because () = 21T and therefore N = O. 

Nevertheless,p, which is the ratio ofrefiection to trans
mission probabilities, has a direct physical meaning and an 
important physical problem is to find the ensemble average 
(IN 12) and higher moments (IN 12P

) for a given set of ran
dom chains. The mathematical techniques developed in the 
preceding section are ideally suited for this purpose. 

Figure 2 shows that at the exit end of the barrier (x = a) 
we have Ro = (0,0,1) and at its entrance 
T= 1M 12 + IN 12 = 21N 12 + t, by Eqs. (IS) and (35c). 
Therefore, 

p = (T - 1)/2 = sinh2(x 12). (S3) 
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FIG. 4. Two identical barriers of thickness a and height I - (1T/2a)2 are 
separated by an integral number of wavelengths. The transmission prob
ability of each barrier can be made arbitrarily small by increasing a, but the 
double barrier has unit transmission probability. 

As a simple example, consider an ensemble of one-di
mensional chains, consisting of two types of sites represented 
by transfer matrices A and B, randomly distributed with pro
babilities a and b = 1 - a, respectively. Each site corre
sponds to an SO(2, 1) rotation through a finite angle around 
some invariant vector, as in Fig. 3. However, even if both 
rotation axes are "timelike" (i.e., even if the energy is in the 
conduction band of each one of the sites), a product of these 
transfer matrices, such as AB, or ABAAB ... , may have a spa
celike invariant vector (and vice versa). That this is in fact the 
generic case for a random product of transfer matrices may 
be seen as follows. Each one of our random chains is repre
sented by a random walk on the hyperboloid of Fig. 3. As all 
the points of the hyperboloid are equivalent (and thus equi
probable) under the SO(2.1) group, the locus of R is almost 
certain to run away to infinity: Most random chains have 
very low transmission probabilities. 

A quantitative estimate of this property can be obtained 
by noting that the average Rafter n sites simply is 

(R) = (aA + bB tRo, (S4) 

because expanding the parenthesis yields all the configura
tions such as ABAAB···. each one multiplied by the corre
sponding probability abaab··· (we assume here that consecu
tive sites are uncorrelated). This result is readily generalized 
to more than two types of sites. 

Now. the crucial fact is that the expression aA + bB is 
not an SO(2.1) matrix (unless A = B) just as the average of 
two orthogonal matrices is not in general an orthogonal ma
trix. Moreover, we shall presently show that if [A,B ] ¥O. the 
largest eigenvalue of (aA + bB ), which dominates (S4) for 
large n. is real and must exceed unity. The proof is given 
below in the only physically intersting case. when both A and 
B have "timelike" eigenvectors (all their eigenvalues are 1 
and e±iO). 

First, assume that b< 1 and choose the T axis along the 
invariant eigenvector of A. so that 

(

COS() - sin(} 0) 

A = Si~(} cO~(} ~' (S5) 

as shown by Eq. (50) with t = 1J = 0 and T = (). The charac
teristic polynomial 

D = det[( 1 - b )A + bB - AI] (S6) 
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can be written as 

D = (1 - UcosO + A 2)[1- A + b (BTT - 1)] 

+ (1 - A )0 (b ) + 0 (b 2), (87) 

and a solution of D = 0 is 

Al = 1 +b(BTT - 1) + 0(b 2
). (88) 

Since B TT > 1, as noticed after Eq. (55), we see that a pertur
bation b (B - A ) always shifts the eigenvalue A = 1 of A to
ward A I > 1. (The only exception is if B TT = 1. This, how
ever, implies not only [A,B] = 0, but also that A and B must 
be powers of the same matrix. In other words, the two "dif
ferent" sites simply consist of different numbers of identical 
sites.) The situation with b (or a) not infinitesimal is described 
by Fig. 5, which shows that there is always (at least) one real 
eigenvalue A I > 1. 

The next question is what happens to the complex ei
genvalue e ± ilJ. It is shown in Appendix B that they may 
move inside or outside the unit circle, but that the eigenvalue 
having the largest magnitude is always real. (Ifit were not so, 
the average resistance of an ensemble of random chains 
would be an oscillatory function of their length, a rather 
unreasonable proposition.) 

Returning to Eqs. (83) and (84), we see that 

(p) _A l
n

, (89) 

i.e., the average resistance increases exponentially with the 
length of the random chains. This result, which had been 
known for a long time,17 has little physical significance, 2 

I 

because this average (p) is not at all representative of the 
"typical" p: The value of the average is mostly due to exceed
ingly rare configurations of extremely high resistance which, 
if found by experimentalists, would be rejected as "broken" 
chains! (In some computer simulations involving thousands 
of random chains, it happened that not a single one exceeded 
the expected average.) 

This amazing discrepancy between the average (p) 
and the "typical" p is best seen by calculating the standard 
deviation, or more simply 

(90) 

We can obtain (T2), or more generally (TP)9,22 by investi
gating the (2p + 1 i-dimensional representations 10 of 
(aA + bB ). E.g., we may take as basis XY, XT, YT, 
(X2 - y2)/2, and (3T2 - 1)/2, which transform linearly un-

D 

A<1 
A=1 

--;r------~-- b = 1-0 

FIG. 5. The characteristic polynomial D (b,A) = det(aA + bB - Al)forreal 
A. As shown in the text, the line A = I must have a positive slope at b = 0 
and, for the same reason, a negative slope at b = 1. As the polynomial D is of 
degree 3, that line cannot cut the b axis between b = 0 and b = 1. All the 
physical values 0 < b < I therefore yield A > 1 for D = O. 
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der SO(2,I). The same argument as before then leads to 

(p2)_A 2
n

, (91) 

where A2 is the largest eigenvalue of the five dimensional 
representation of (aA + bB ). Now, since (p2) > ( p) 2, we 
must have A2>A 12. In other words, the standard deviation 
increases faster than the mean (the distribution of p has a 
very long tail with a disproportionate influence on (P»). 

The problem of defining a "typical" p (more precisely, 
of finding a normally distributed function of p) has been stu
died by a number of authors 9,18.20.21 and will not be discussed 
in the present paper. 

VI. ENERGY RESCALING 

In this section, we examine the consequences of shifting 
the origin of the energy scale, as in Eq. (5). Indeed, as long as 
we considered barriers with compact support, such as in Fig. 
2, it was natural to set V = 0 outside the barrier. However, 
there is no natural energy zero for an infinite chain, e.g., for a 
periodic potential. We shall first assume that the new energy 
E' = 112k '212m is positive, likeE. ThecaseE' < o will be dis
cussed in Sec. VII. 

It is convenient to define the energy rescaling by 

(92) 

where qJ is a real constant. This is accompanied by a (dimen
sionless) length rescaling 

t' = - k 'x = e<Pt. 

We then have 

u' = [(2m V 1112) + k ,2 - k 2]!k ,2 

= e- 2<p(u - 1) + 1. 

Moreover, to retain the current normalization 

(93) 

(94a) 

(94b) 

j' = 11k '1m = e<Pj, the new Schrodinger wavefunction must 
be t/J' = e<P12t/J. (Throughout this section, a prime means 
"new," not a derivative with respect to x.) 

If we define/, and g' as in Eq. (4), we thus obtain 

/' + g' = e<Pl2(j + g), 

/' _g' =e-<PI2(j_g), 

whence 

1/1' = (COSh( qJ 12) 
sinh(qJ 12) 

= exp(qJsx)l/I· 

sinh(qJ 12))1/1 
cosh(qJ 12) 

(95a) 

(95b) 

(96a) 

(96b) 

The transformation matrix is both real and pseudo-unitary. 
The new transfer matrices are given by 

A ' = exp(qJsx )Aexp( - qJsx), (97) 

so that their trace (which determines whether the energy is in 
a conduction band or in a gap) is not affected. These transfer 
matrices have no other independent invariant because 
Tr(A 2) = (TrA f - 2. 

Higher-dimensional representations transform in a si
milar way under energy rescaling. E.g., we have 

R' = exp(qJSx)R (98a) 

o 
= (cos~qJ 

sinhqJ 

sinhqJ ) 
o R. 

coshqJ 
(98b) 

o 
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Note that Y is invariant, while T ± X scale as e ± <1>, i.e., as 
k ±2 or E ± I. 

Looking at Eq. (96), one is naturally tempted to ask why 
did the Schrodinger equation (11) involve only uy and Uz , but 
no u x' Let us try to generalize (11) as 

ilp = [( 1 - u/2)uz - (u/2)iuy + viu x] I{I. (99) 

If we impose 1+ g = t/!, we obtain 

iip=l-g+ivt/!, (100) 

so that we cannot have I - g = iip as in (4). Differentiating 
(1 (0) once more with respect to t and using (99), we finally 
obtain 

tP = (u + V + v2 - 1)t/!, (101) 

which is a Schrodinger equation with potential 

V = (u + V + v2)E. (102) 

Therefore, if V is such as to be conveniently split as in Eq. 
(102), the Schrodinger equation can be written as in Eq. (99). 

VII. NEGATIVE ENERGY AND BOUND STATES 

Rescaling the energy as in Eq. (92) can never giveE' < 0, 
unless (/) is imaginary. This, however, is unacceptable be
cause it would make the transformation (98) complex, while 
R' has to be real. We must therefore start afresh and write the 
Schrodinger equation as 

- t/!" + ut/! = - K2t/!, 

where u = V lEas before, and 

K2 = - 2mElff>0. 

We now define t = - KX so that (103) becomes 

(103) 

(104) 

tP = (1 - u )t/!, instead of tP = (u - 1 )t/!, which was valid for 
E>O. 

Instead of (4), we now write 

1= (t/! - ip)l2, 

g = (t/! + ip)/2, 

and the Schrodinger equation becomes 

Ip = [ - (1 - u/2)uz + (u/2)iuy ] I{I. 

The matrix 

UJ = - (1 - u/2)uz + (u/2)iuy 

(105a) 

(105b) 

(106) 

(107) 

has two interesting properties: All its elements are real (so 
that all transfer matrices A will now be real, even though I{I 
may be complex), and UJ is anti-Hermitian with respect to the 
metric uy : 

UJt = - uyUJuy' (108) 

This means that I{Ituy I{I is invariant under I{I_A I{I (indeed, 
I{Ituy I{I = - 2mjllmmust be conserved), i.e., A must belong 
to the real symplectic group Sp(2,R ): 

A TUyA = uy. (109) 

In fact, any 2 X 2 real matrix with unit determinant satisfies 
(109)-Sp(2,R) is isomorphic to SL(2,R). This point will be 
further discussed in the next section. 

Of special interest are normalizable negative energy 
wavefunctions, which correspond to bound states. They be
have as e ~ KX = e' on the right-hand side of the potential well 
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(the "barrier" will now be called a well) and as ~x = e ~ , on 
its left-hand side. We therefore havel = 0 andg = 0, respec
tively, on both sides of the well, so that the transfer matrix 
corresponding to a bound state has the form 

(110) 

For example, if we consider a square well (u > 1 constant 
over a distance d = Kt ) we have from (106) and (107) 

A =ew, 

= cos[(u - 1)1/2t] + UJ(u -1)- 1/2sin[(u - 1)1/2t ]. 
(111) 

The null matrix element in (110) is 

cos[(u - 1)1/2t] + (1 - u/2)(u -l)~ll2sin[(u - 1) I12t] 

= 0, (112) 

whence 

tan[(u - 1)1/2t] = - (1 - u/2)(u - 1)-1/2. (113) 

This is identical with the familiar eigenvalue equation 

tankd = 2Kk I(k 2 - K2), (114) 

where k 2 = (u - Ijx2 = 2m(E - V)lff. We have thereby 
found the energy eigenvalues algebraically, without having 
to solve any differential equation. 

The same results can also be expressed in the SO(2,1) 
formalism. By analogy with (35) we define 

X = 1 g + Ig = (¢t/! - #)/2, 

Z=ll-gg= -(¢t/!+#)l2, 

T=ll +gg = (¢t/! + ¢ip)/2. 

The fourth combination, 

i(lg - Ig) = i(# - ¢t/!)l2, 

(lISa) 

(115b) 

(lISe) 

(116) 

is proportional to the current and can be normalized to 1, 
unless it is zero (e.g., for a bound state). We thus have 

T2_X2_Z2=1 (orO). (117) 

In particular a bound state can be defined by the following 
boundary conditions (at both ends of the well): X = 0, 
Z = ± 1, and T = 1. 

VIII. ENERGY INDEPENDENT REPRESENTATION 

We have seen that positive energy wavefunctions are 
conveniently related by transfer matrices belonging to 
SU(I,I), and negative energy ones by matrices belonging to 
Sp(2,R ). In both cases, it is possible to construct transfer 
matrices belonging to SO(2, 1), but we need different bilinear 
combinations, (35) and (115), for E~O. 

In this section, we show how to construct transfer ma
trices in a way which does not depend on the energy. These 
matrices belong to the group SL(2,R ), which is homomor
phic to the three other ones. It is in fact isomorphic to 
Sp(2,R ), as noted previously. 

The SL(2,R ) basis 1/,g J which was used in the preceding 
section is given by (105), where ip = ( - l/K)(at/!lax). It fol
lows that any real linear combinations of I and g are also a 
basis for SL(2,R ), because det(SAS - I) = det(A ) = 1, for any 
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nonsingular S. In particular, it is possible to choose as our 
basis23 f/! and f/!' = af/!Iax,even though they are not dimen
sionally homogeneous. 

As an example, let us write down the SL(2,R ) matrix 

with basis I f/!,f/!' 1, corresponding to the SUI 1, 1) matrix (17). 
We readily obtain from (4) 

M = [a + ikb + (elik ) + d ]12, 

N = [a + ikb - (elik) - d ]12, 

whence 

(118a) 

(118b) 

(
a b) (Re(M+N) Im(M+N)lk). (119) 
e d - - k Im(M - N) Re(M - N) 

Note that 1M 12 - IN 12 = ad - be = 1, as expected. 
The equations of "motion" 

df/! = 1//, 
dx 

df/!' = 2m (V _ Elf/! 
dx f/2 

(120a) 

(120b) 

are now identical for both signs of E. On the other hand, it is 
impossible to construct a bilinear "vector" R such as (35) or 
(115) which is dimensionally homogeneous and real for both 
signs of E (because some components must involve E 1/2 for 
dimensional homogeneity). However, if the latter require
ment is not imposed, one can define a real basis such as 

x = (~f/! - ~'f/!')!2, 

Y = (~f/!' + ~'f/!)l2, 
T = (~f/! + ~'f/!')!2, 

satisfying 

(121a) 

(121b) 

(121c) 

T2 _ X 2 
- y 2=[(¢f/!' - ¢'f/!)!2if = const. (122) 

We again encounter the SO(2,1) group. 
The rescaling transformation discussed in Sec. VI is 

simply given by 

(123) 

for the ( f/!,f/!' 1 basis and by Eq. (98b) for the I X, Y,T 1 basis. 

IX. CONCLUDING REMARKS 

The formalism developed in this paper may also have 
interesting applications for some problems intermediate 
between exactly periodic potentials and completely random 
ones. For example, a potential with two incommensurable 
periods24 may be described as generating two simultaneous 
SO(2, 1) rotations around different axes. Another possible ap
plication could be the addition of a homogeneous electric 
field to a periodic potential, a notoriously controversial 
problem. 25 

In retrospective, one might be surprised that group the
ory was found useful in a problem with no apparent symme
try. In fact, there is (of course) a "hidden" symmetry: If 
boundary conditions allow f/! to be genuinely complex for 
some E (namely, f/! cannot be made real by adjusting a con
stant phase), then f/! and "if are linearly independent solutions 
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of the Schrodinger equation (1) and so is any linear combina
tion thereof. These linear combinations can then be used as a 
manifold for the representation of a continuous group of 
transformations. As is well known, the underlying symme
try is time reversal-which is implicit in the time-indepen
dent Schrodinger equation. 

ACKNOWLEDGMENTS 

It is a pleasure to thank Micha Revzen and Amiram 
Ron for suggesting the problem which led to this work. The 
question discussed in Appendix B was raised by Joshua Zak. 
This research was partly supported by the Gerard Swope 
Fund and by the Fund for Encouragement of Research at 
Technion. Some results included in this paper were obtained 
during a visit at Bell Laboratories (Murray Hill, N.J.). I am 
very grateful to John R. Klauder for his warm hospitality. 

APPENDIX A: PSEUDONORMAL MATRICES 

The transfer matrices which we considered here are not 
normal (they do not commute with their adjoints) and some 
of their properties may be unfamiliar to physicists accus
tomed to Hermitian or unitary matrices. This appendix 
briefly states some theorems needed in the text. (For the spe
cial case of 3 X 3 matrices, see Ref.26.) 

A square matrix A has right eigenvectors 
A IVA) = 4 IVA) and left eigenvectors (uA IA = 4 (uA I. The 
eigenvalues 4 are the same, since they arise from the same 
characteristic equation. From 

(UA IA Iv,J = 4 (uA Iv,,) = f.l(uA Iv,,), 

it follows that 

(4 - f.l)(u A Iv,,) = o. 

(AI) 

(A2) 

Thus, left eigenvectors and right eigenvectors belonging to 
different eigenvalues are mutually orthogonal. 

Let us now assume that all the eigenvalues are different, 
so that the eigenvectors are linearly independent. We can 
normalize them by 

(u A lv")=8A,,. (A3) 

(This determines the (ul once the Iv) are given, and vice 
versa.) Then the PA = I v A) (U A I are a complete set of mutual
ly exclusive projection operators, namely PAP" = 8A"P" 
and LAPA = I. We can then write 

A = L A4PA , (A4) 

and therefore 

A" = LA4 "PA. (AS) 

It follows that A n is controlled by the largest 14 I and in
creases exponentially with n if the latter is larger than 1. 

However, if some eigenvalues are degenerate, the situa
tion becomes radically different. E.g., consider the SUI 1,1) 
matrix 

(
1 + ia 

A(a)= . 
- za 

ia ) 
1 - ia . 

(A6) 

Its only eigenvalue iS4 = 1 and the corresponding eigenvec
tors are, up to a factor, Iv) = (1, - 1) and (ul = (1,1). In
stead of (AS) we have 

A (a)" = A (na), (A7) 
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or more generally 

A (a)A (b) = A (a + b). (A8) 

Although the transfer matrices used in this paper are 
not normal, we can call them "pseudonormal" because they 
satisfy 

A -I = 1]A t1], (A9) 

and therefore 

[A t,1]A1]] = O. (AlO) 

Here, 1] is the indefinite metric corresponding to the repre
sentation being used, e.g., 1] = a z for SU(I,I) matrices or 
1] = G [cf. Eq. (28)] for SU(2, I) matrices. As 1] t = 1] and 
1]2 = I for all representations, we have 

A t1]lvA) =1]A -'Iv,t) =,,1, -'1]lv,t), (All) 

whence, taking Hermitian conjugates, 

(v,t I1]A = I -1(V,t 11]· 

It follows that 

(v,t 11] = (ullxl, 

(AI2) 

(A13) 

so that if A is an eigenvalue, 111 must also be one and (A13) 
gives the relationship between the corresponding eigenvec
tors. In particular, if ,,1,= 111 = ei8

, we simply have 
(v,t 11] = (u,t I. On the other hand, if A is real, then 
(V,t 11] = (U W1 ' 

In summary, we have the following pseudo-orthogona
lity relations 

(v,tI1]lv/,) =0, (AI4) 

if A and fl are real and Afl =1= I; or if A and/or fl is ei8 and A =1= fl. 

APPENDIX B: THE COMPLEX EIGENVALUES OF 
(aA + bB) 

It was shown in Sec. V. that the real eigenvalue of 
aA + bB, continuously connected to the eigenvalue A = Iof 
A and B, satisfies A I > I (see Fig. 5). For small b it is given by 
Eq. (88), where BTT is the TTmatrix element of B in the 
coordinate system where A has the form given by Eq. (85). 
With the notations of Appendix A, 

BTT = Tr(BP I ) = (u,IB Iv,), (BI) 

In this appendix, we examine the behavior of the two 
other eigenvalues of (a A + bB), which are continuously con
nected to the complex conjugate eigenvalues of A and B. It 
will be shown that if they are also complex conjugate, their 
absolute value cannot exceed A I' so that the matrix elements 
of (aA + bB ) n indeed behave as (A d n for large n. 

LetA andIbe these two complex eigenvalues. From the 
characteristic equation, we have 

AliA 12 = det(aA + bB). (B2) 

The right-hand side of (B2) is a third degree polynomial in 
b = I - a, having the value I at b = 0 and b = 1 (see Fig. 6). 
As we did in Fig. 5, we first examine the case b<l. We have 

det(aA + bB) = 1 + b [BTT + (Bxx + Byy)cosO 

+ (ByX -Bxy)sinO- 3] + O(b 2
). (B3) 

Now 

I (B xx + B yy )cosO + (B yx - B xy )sinO I 

< [(Bxx + Byyf + (Byx -Bxy )2r 12. (B4) 
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o b= 1-0 

FIG. 6. The solid line is a cubic with a local maximum for 0 < b < 1. Equa
tion (B6) shows that its slope at b = 0 (and likewise at b = I) is less than that 
of A 12, drawn as a dashed line. The latter also can have only a single maxi
mum for 0 < b < I (see Fig. 5). It is therefore very plausible that these two 
lines do not intersect between 0 and I, but a formal proof seems difficult. [As 
explained after Eq. (88), the opposite result would be physically 
unreasonable.) 

By virtue ofEq. (55), the right-hand side of (B4) simply is 
1M 12 = IN 12 + 1, where Mand Nrefer to theBmatrix in the 
coordinate system where A is given by (85). Also 

A 1 =I+b(BTT -l)=I+2bINI 2
, (B5) 

and we obtain from (B3) and (B4) 

1 <det(aA + bB )<1 + 4b IN 12<,,1,12. 

It then follows from (B2) that we have 

,,1,1- 2 <,,1,1- 1<1,,1, 12 <,,1,1 <,,1,/. 

(B6) 

(B7) 

This was proved for small b (and likewise for small a). 
The situation for finite b is illustrated by Fig. 6, which clearly 
indicates that the relation (B7) should be valid for all 
0< b < 1. A formal proof, however, seems very difficult. 
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A representation of the expectation value of quantum mechanics, which recently has been set up 
for normal states, is generalized to singular states. It is shown that states can be represented by 
finitely additive measures on the state space, which are o--additive if and only if the states are 
normal. 

PACS numbers: 03.65.Ca, 02.50.Cw 

I. INTRODUCTION 

Recently we have set up a formulation of elementary 
quantum mechanics by means of classical probability the
ory.l,2 In this formulation, the well-known trace formula for 
the expectation value is replaced by an integral expression 
quite in analogy to the expectation value in classical statisti
cal mechanics. 

For an observable represented by a self-adjoint operator 
A on a complex separable Hilbert space H, the expectation 
value reads 

E(A;W) = tr(WA), (1) 

where W is a statistical operator describing the state of the 
system. As has been shown in Ref. I, the expectation value 
can equally well be expressed by the formula 

E (A; W) = L dJ-Lw(¢ )fA (¢ ), (2) 

where J-L w is a probability measure on H determined by the 
statistical operator W, andfA : H~R is defined by 

fA (¢) = (¢ IA I¢)· (3) 

Whereas in Refs. 2 and 3 this formalism has been gener
alized to unbounded operators, here we are concerned with 
the representation of singular states within the framework of 
the probabilistic formulation. To this end, let us remember 
some results concerning singular states where we confine 
ourselves, as far as the observables are concerned, to the C *
algebra L (H) of bounded operators on H. 

Let us first fix some notation. By L 00 (H) we denote the 
space of compact operators and by Lsa (H) the real Banach 
space of bounded self-adjoint operators on H. S (H) denotes 
the set of statistical operators, i.e., the positive, normalized 
trace-class operators on H. The space oflinear, continuous, 
positive, normalized functionals on L (H) is the state space 
EL(HI of L (H). For more information on the mathematical 
background cf., e.g., Ref. 4. 

A state W on L (H) is called normal if 

suplw(An)l = w(suplAn)) (4) 

for all increasing nets I A n J of positive elements of L (H) with 
an upper bound in L (H). It can be shown, cf. Ref. 4, that this 
definition is equivalent to the following more familiar char
acterization. A normal state wE EL(HI is determined by the 
fact that it can be represented unambiguously by a statistical 
operator WE S (H) such that w = Ww and 

ww(A) = tr(WA). (5) 

The subset of normal states is denoted by NL(HI and identi
fied with S (H). 

It can be shown, cf. Ref. 4, that every WE E L (H I has a 
unique decomposition 

(6) 

AE[O, IJ, W n , WsE EL (HI such that Wn E NL (HI and Ws Et N L (Hl 

and the decomposition of Ws in analogy to Eq. (6) has no 
normal part. This statews is called the singular part of w.1t is 
characterized by WS (A ) = 0 for all AE L 00 (H). 

The normal states can be characterized from a probabi
listic point of view as follows. Consider Lat(H), the lattice of 
projections on closed subspaces of H. In analogy to a prob
ability measure on a measurable space, a generalized prob
ability measure 1T is a [O,IJ-valued function on Lat(H), nor
malized to 1T( 1.) = I and satisfying the condition of 
o--additivity, 

1T ( Y p j ) = ~ 1T(Pj ), 

I 

(7) 

for any countable family of mutually orthogonal elements Pj 

ofLat(H). The theorem of Gleason, cf. Ref. 5, assures that for 
dim(H» 3 a generalized probability measure 1T uniquely is 
characterized by a statistical operator WE S (H), 1T = 1T w 
such that 

1Tw(P) = tr(WP) (8) 

holds for all PELat(H). Identifying elements of Lat(H ) with 
random variables in this generalized theory of probability 
formula (I) is easily reconstructed. 

These considerations show that generalized o--additive 
probability measures on Lat(H) and normal states can be 
identified and that singular states lie outside the framework 
of proposition calculus which is based on Lat(H). Nonethe
less, singular states, as well as mixtures of singular and nor
mal states, are necessary and useful for the description of 
scattering states, ergodic states, or idealized states associated 
with a point in a continuous spectrum. 

The proof of Eq. (2) shows that this formula is confined 
to normal states. It is the purpose of the present paper to 
generalize this formalism to include singular states. This is 
achieved by representing operators by functions and states 
by functionals. An appropriate extension of these allows the 
identification of states with finitely additive measures on the 
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Hilbert space. These results are discussed with respect to 
their structural status in the framework of the probabilistic 
formulation of quantum theory. 

II. REPRESENTATION OF SINGULAR STATES 

To include singular states in the scheme setup in Refs. 1 
and 2, we proceed in several steps. 

(i) Instead of representation (2), we prefer to express the 
expectation value as 

E(A;W) = r dvw(¢ )fA(¢), (9) 
JH,,-IOI 

where Vw is a probability measure on (H '\ [0 J ,fj) (H '\ [0 J)) 
defined by 

vw(B) = 1 dpw(¢ )II¢ w· (10) 

BEfj)(H '\ [OJ) andfA: H '\ [OJ-lR is given by 

fA (¢) = II¢ 11- 2fA (¢) = (¢ IA I¢ )/II¢ W· (11) 

(ii) Consider Cb (H '\ [0 J ), the Banach space of contin
uous, real-valued, bounded functions on H '\ [0 J with the 
sup-norm 

Ilfll = sup{lf(¢ )I;¢EH '\ [OJ} 

and define i: Lsa (H )-Cb (H '\ [0 J) by 

i(A) =fA. 

(12) 

(13) 

Obviously,fA EC~(H '\ [OJ), which is defined as the set 

C~(H '\ [0]) = (fECb(H '\ [OJ); there is anAELsa(H) 

such thatf=fA}. (14) 

The mapping i is injective and itA )ECb (H '\ [0 J). By virtue of 

Ili(A )11 = IIA II, (15) 

i is bounded and an isometry such that we obtain the follow
ing result: 

Lemma 1: The mapping i is an iscmetric isomorphism 
from Lsa (H ) onto C ~ (H '\ [ 0 J ) and C ~ (H '\ [ 0 J ) is a norm
closed subspace of C b (H '\ [ 0 J ). 

(iii) Letw be a state onL (H),i.e.,wE ELIH ). The mapping 
OJ on C ~ (H '\ [ 0 J ), 

OJ(fA) = W(i-l(fA)) = w(A), (16) 

defines a linear, positive, continuous functional. It is our aim 
to extend OJ to all of Cb (H '\ [0 J), which is a vector lattice, 
and to apply abstract integration theory there. 

Proposition 1: Let W be a state on L (H). Then OJ, defined 
by (16), has a positive, linear, norm-continuous extension to 
Cb(H'\[OJ). 

For the proof, we use a theorem of Krein-Rutmann.6 It 
is sufficient to show that C ~ (H '\ [ 0 J ) n C b+ (H '\ [ 0 J ); 
C b+ (H '\ ( 0 J ), denoting the positive cone of C b (H '\ ( 0 J ), 
contains an interior point of C b+ (H '\ (O J). Takefl 
EC~(H '\ [OJ),fI(¢ ) = 1, and verify that the open ball of 
radius 1 with center f\ U 1/2 (fl) C C;!(H '\ (O J) 
n C b+ (H '\ [ 0 J), is contained in C b+ (H '\ [ 0 J ). 

The extension of OJ, the existence of which is assured by 
this theorem, will be denoted by W. 
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(iv) Cb (H '\ [0 J) is a Stonian vector lattice (cf., e.g., Ref. 
7). An abstract integral, also called a Daniell integral, on a 
Stonian vector lattice F of functions is a linear, positive, a
continuous functionalj on this lattice, where a-continuity 
refers to the property thatfn i f,f = sup[ fn J implies that 

supU(fn) J = j(sup[ fn ]) ( 17) 

for any nondecreasing sequence offunctionsfn ofF. 
Letj now denote an abstract integral on Cb(H '\ (OJ). 

According to the general theory (cf., e.g., Ref. 7, Theorem 
40.5) there exists a unique finite Borel measure p on (H '\ [ 0 J ' 
fj)(H '\ [OJ)) such that Cb(H '\ [OJ )CL l(H '\ [OJ, fj)(H '\ [OJ), 
p) and 

j (f) = r dp(¢ )f(¢) (18) 
JH"-Iol 

for allfECb (H '\ [0 J ). 
As w is a linear, positive, norm-continuous functional 

on the Stonian vector lattice Cb (H '\ [0 J ), we want to analyze 
its properties more precisely. To this end, letj be a positive, 
linear functional on a vector lattice F. Then there exists, cf. 
Ref. 8, a unique decomposition ofj into a a-continuous part 
je and a purely discontinuous (non-a-continuous) partjd 
which cannot be decomposed further into parts containing 
a-continuous constituents such that 

j=je +jd' (19) 

Equation (18) allows for a representation ofje in (19). 
(v) We now are able to apply these results to the state w 

defined on Cb(H '\ [OJ) in terms of WE ELIH ). 

Proposition 2: Let WE E L iH I and w the associated repre
sentation as functional on the Stonian vector lattice 
C b (H '\ [ 0 J). Then the decomposition of W into a normal and 
a singular part, W = AWn + (1 - A )w" is equivalent to the 
decomposition of W, i.e., (w)e = (Awn) ~ and 
(W)d = ((1 - A )ws)~. 

Proof (a) Assume that W is normal. Then we can use v"" 
the measure on H '\ [0 J set up in step (i), to define won 
C b (H '\ ( 0 J ) by 

w(f) = r dv",(¢ )f(¢). (20) 
JH"-IOI 

AsfECb (H '\ [0 J), the integral exists. Moreover, due to the 
fact that abstract integrals and finite Borel measures coin
cide on H '\ {O J, this is already the desired representation. 

(b) Let W be a singular state and w the associated linear, 
positive, norm-continuous functional on Cb (H \ [0]). As 
there exists an increasing net [A n J of positive elements of 
Lsa(H) such that sup[w(An)J #w(sup{An J), we infer that 

sup{ w(fAn) J #w(sup [fAn J ). Here we use the fact that positi
vity, on a complex Hilbert space, implies self-adjointness 

such that thefAn are well defined. The violation of equality 
shows that w is not a-continuous and, by contradiction, we 
conclude that w is purely discontinuous. 

(c) Let WE E L IH) , w the associated functional on 
C b (H \ [ 0 J ), and w = (w)e + (W)d the decomposition of w 
with respect to a-continuity. As (Awn) ~ is a-continuous and 
(( 1 - A )ws )) ~ is purely discontinuous, the uniqueness of the 
decompositions gives the assertion. 
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(vi) According to the procedure set up in Ref. 9,01 can be 
used to associate with every state w a positive, finitely addi
tive set functionflw on a Boolean lattice Y (depending on 01) 
of subsets of H \ [0 I. This family of sets contains H \ [0 1 as 
IH, 101 ECb(H \! OJ) such that 

li,u(H\[Oj)=w(I H ,I OI) =W(jl) =w(l)= 1. (21) 

Quite in analogy to the decomposition of wand 01, this 
set function liw can be uniquely decomposed into a u-addi
tive part Ii~ and a purely finitely additive part Ii: such that 

(22) 

Considering the parts We and Old separately on 
Cb (H \ [ ° 1 ), we obtain Boolean lattices Y e and Y d of sub
sets of (H \ [0 I) and finitely additive, positive set functions 
{l~ and {l: which can be associated with these functionals. 
Here {l~ defined on Y e is u-additive and{l: defined on Y d 

is purely finitely additive. As Y = Yen Y d' the set func
tions {l~ and {l: can be restricted to Y with the result (cf. 
Ref. 9) that on Y we have 

Ii~ ={l~, fl: ={l:. (23) 

For the continuous part of 01, namely We' we already 
know that it can be represented by means of a measure, 
which can be identified with {l':u, on f!J (H \ ! ° 1). As the u
continuity properties of 01 transfer to flw' the decomposition 
of flw allows us to state the central result. 

III. CONCLUSION 

We have shown that every state WE EL\H) can be repre
sented by a linear, positive, norm-continuous functional 01 
on Cb (H \ {O J) and therefore represented by a normalized 
finitely additive set function on H \ { ° J. This set function is 
u-additive, hence a measure, if and only if w is normal. 

Here it becomes obvious that the analogy between 
quantum mechanics and classical statistical mechanics as 
suggested by Eq. (2) is not sufficient. In quantum mechanics 
there exist, contrary to the classical case, states which cannot 
be represented by u-additive measures on the state space. 

Let us conclude with some remarks. First of all, we 
want to state that the representation given by Eq. (2) is not 
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appropriate for the incorporation of singular states as 
fA EC (H), but C (H) ct.L I(H,f!J (H ),Ii w) for a given W. 

As we have seen, singular states can be represented by 
finitely additive measures. This may allow for an application 
ofthe theory of weak distribution (cf., e.g., Ref. 10) to express 
the expectation value in this case. It remains an open ques
tion whether the formulation of singular states for unbound
ed operators may be incorporated into the present formal
ism. 

Equations (4) and (17) already show the structural simi
larity of u-continuous functionals and normal states. The 
property of u-additivity in generalized (quantum) probabil
ity can now be identified with classical u-additivity. Whereas 
the theorem of Gleason asserts that a generalized u-additive 
probability measure can be represented by a statistical oper
ator, we have shown that it can be represented by a u-addi
tive classical probability measure. On the other hand, singu
lar states may be identified with non u-additive generalized 
probability measures on Lat(H) or finitely additive measures 
onH\{OI· 
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The motion of a particle in a potential decreasing with time as IX I n is considered. Different time 
and space rescaling are considered in order to obtain the asymptotic solutions. The validity of 
adiabatic invariants is discussed. The classical critical case corresponds to the obtainment of self
similar solutions for the quantum problem. 

PACS numbers: 03.65.Ge 

I. INTRODUCTION 

In a preceding paper I we have shown how the concept 
of quasi-invariance allows the study of the asymptotic solu
tions of equations of the type 

d 2X + A (1 + ilt ) -I"x + B (1 + flt ) - vX 3 = O. 
dt 2 

We show here how this technique may be applied to equa
tions describing the motion of a particle in a potential of the 
form 

(1) 

where K, fl, n, and P are four real positive numbers. More
over, in this paper we study the case fl --+ 0 which corre
sponds to an adiabatic motion with an assotiated adiabatic 
invariant. We show that ifp <Pc = nl2 + 1 this adiabatic 
invariant is valid for all times. On the other hand for a finite 
value of fl we will be able to define an asymptotic invariant, 
i.e., a quantity independent of time for t large enough. Final
ly we will comment on the quantum problem and show how 
this critical case Pc = nl2 + 1 can be interpreted through 
the self-similar solutions of the corresponding Schrodinger 
equation. 

II. GENERALIZED CANONICAL TRANSFORM 

Consider the equation of motion 

d
2
x +/3 dx = r 

dt 2 dt 

and the following transformation (see also Ref. 2): 

(2) 

x = sC(t), dO = dt IA 2, (3) 

where C (t ) and A (t ) are two arbitrary functions of time, al
ways positive. We calls the new coordinate, 0 the new time, 
and 7J = ds IdO the new velocity. We have 

dx C dC 
v = dr = 7J A2 + s dr' (4) 

Straightforward algebra transforms Eq. (2) into the new 
equation 

d2~ + (/3A 2 + 2~(AC _ CAl) 
dO C 

ds A 4 (d 2C dC) A 4 

X dO +c dt2 +/3dr s=cr. (5) 

It is easy to show that transformation (3) forms a continuous 
Lie group. Two successive applications of transformations of 
the type (3) defined, respectively, by CI(t), A I(t) and C2(t), 
A 2(t) lead to a third transformation 73 such that 

C3 = C2C I 

A3 =AzAl' 

(6) 

(7) 

The proof is straightforward. Equations (6) and (7) are direct 
consequences ofEq. (3). We must also check that the velocity 
satisfies relation (4) and that the substitution leads to the 
same terms as the two successive applications for the drag 
term [second term of the Ihs of Eq. (5)], the transformation 
field [third term of the Ihs ofEq. (5)] and the rescaled phys
ical field [rhs of Eq. (5)]. 

Equation (5) can now be used for different purposes. A 
and C may be selected in such a way that a problem with 
friction (B #0) is transformed into a problem without fric
tion. On the other hand, we can prefer a problem exhibiting a 
friction term and a potential energy independent of time to a 
frictionless problem where the Hamiltonian is time depen
dent. This last point of view is adopted here to solve 

d 2x - + Kn(sgn x)lxln - 1(1 + flt) - p = O. (8) 
dt 2 

Taking Eq. (3) into account Eq. (8) becomes 

d 2S + 2 ~ (A DC _ C dA) ds + ~ d 2C s 
d(]2 C dt dt de C dt 2 

+ A 4Kn(sgn S )C n - 21sln - 1(1 + flt) -P = O. (9) 

In Eq. (9) we will call "new friction" the coefficient of ds IdO, 
"transformation field" the third term of the Ihs, and "re
scaled physical field" the last term with corresponding 
transformation and rescaled potential. The initial equation 
(8) has no damping but unless A = C the new equation exhib
its a friction term.3 Select now A and C such that 

(10) 

and impose that the coefficients of the second, third, and 
fourth term in Eq. (9) are time independent. We must take 
a = 1/2 and r = (p - 2)/(n - 2) and Eq. (9) is now written 

d
2S + 2p-n-2 fl ds + (p-2)(p-n) 

de 2 n - 2 de (n - 2)2 

Xfl2S+Kn(sgns)lsln-1 =0. (11) 
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Equation (11) allows the computation of the asymptotic 
form of the solution. We consider (Fig. 1) eight cases corre
sponding, respectively, to eight regions of the n-p space de
lineated by the straight lines n = 2, P = 2, n = p, p = n/ 
2 + 1 (see Fig. 2). Moreover on Fig. 1 we give the sign of the 
coefficient of dS / de in (11). + indicates a positive damping, 
- a negative damping, i.e., a spontaneous increase of the 

velocity. 

III. DISCUSSION OF THE DIFFERENT CASES 

(a) In region I the negative damping drags the particle 
towards high-energy regions where the potential is dominat
ed by the transformation potential. Consequently the 
asymptotic motion corresponds to that of a free particle. 

(b) In region II, although the transformation potential is 
now repulsive, the negative damping imposes again an 
asymptotic free particle motion. 

(c) In region III the damping becomes positive and two 
different classes of particles must be considered. 

Particles of the first class whose initial energy is large 
enough to pass the total potential barrier will experience as
ymptotically the transformation field alone, i.e., their 
asymptotic motion corresponds again to that of a free parti
cle. Particles of the second class with small initial energy will 
be trapped, damped, and will fall towards the origin. To ob
tain more useful information on their behavior, go back to 
Eq. (9) and select now A and C such that 
A = C = (1 + ilt )IP/ln + 21. We have 

d2s +-p-(-P--l) 
de 2 n + 2 n + 2 

X il 2 1 S 
1 + [In + 2 - 2p)/(n + 2)]ile 2 

+Kn(sgns)lsln-l=O, (12) 

'jJ @, , 
... " f, i--_+--~ 

'\ 

V VI 
\ 
\. 

" 

\ 
III \ 

\ 

<ll~"/ /' ® 
./ ( 

IV 

VIII 

fe , , 

FIG. 1. Potential profiles for the eight regions. ------ rescaled physical, -.-.-.
transfonnation. --- total. Above the region's number the sign of the 
friction tenn is indicated. 
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FIG. 2. The eight regions and the four zones of the n-p parameter space. 

the new time e varying now from ° to 00 • The transformation 
field in Eq. (12) tends asymptotically to zero and the final 
motion is periodic. These particles are consequently trapped 
in the K Is I n potential and the amplitude of their oscillation 
. . I . 1 (1 + rat Y'/In + 21 10 X space IOcreases u tImate y as u . 

(d) In region IV the transformation potential is attrac
tive; no particle can escape and the asymptotic motion is the 
same as the motion of the trapped particle of region III. 

(e) In region V the damping is positive, bringing the 
particles towards the S ---+ ° region where the dominating 
field is the transformation field. Consequently the asympto
tic motion corresponds to that of a free particle. 

(f) In region VI the damping being still positive, the 
particle is driven to the bottom of the potential which is now 
at a finite distance ± Sl' The asymptotic motion is conse
quently 

(13) 

(g) In region VII the friction is negative again and the 
dominant field is the rescaled physical field. To gain more 
information we select A and Cas in (c) to obtain Eq. (12). 
Since n + 2> 2p, the new time e goes from ° to 00 and in this 
(S,O) space the asymptotic motion is a nonlinear pe~odic r.n0-
tion with constant amplitude. In x space the amphtude 10-

creases as (1 + ilt Y'/In + 21. 

(h) The same asymptotic motion is obtained in region 
VIII. Finally the eight regions can be grouped into four 
zones. 

-Zone I, union of regions I, II, and V where the 
asymptotic motion corresponds to that of a free particle (uni
form motion with uniform velocity). 

-Zone II (region III) where the asymptotic motion 
corresponds either to that of a free particle or to a nonlinear 
oscillation of amplitudes growing as (I + ilt Y'/In + 21. 

-Zone III, union of regions IV, VII, and VIII where 
the asymptotic motion is a nonlinear oscillation growing 
again as (1 + ilt Y'/In + 21. . •. 

-Zone IV, region VI, where the asymptotIc motion IS 
given by Eq. (13). . 
It is worth noticing that the linear oscillator case (n = 2) IS a 
degenerate case for which zones II and IV disappear. It 
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should also be pointed out that the limiting case p = n/2 + 1 
corresponds to a damping equal to zero with Eq (11) written 
as 

(14) 

Equation (14) can be integrated taking into account the fact 
that the new energy is a constant 

(IS) 

This limiting case is interesting since it shows clearly how 
the method can be linked to the stretching (or dilation) group 
technique.2 Rewriting the initial equation (8) as 

d
2
x (7)-P --+Kn(sgnx)lxl n

-
1 - =0 

dr T 
(16) 

with a shifted time rsuch that 7 = t + T = t + fJ -I, we con
sider the stretching transformations 

7 = aa'T, x = at3 X 
which leaves Eq. (16) invariant if we takef3la = (2 -p)/ 
(2 - n). Now the existence of such a transformation allows 
the reduction ofthe second-order differential equation (16) 
to an equation of the first order (see Ref. 4 for details) taking 
as new variable S and new function DiS): 

( 

7 ) - (2 - p)/(2 - nl 

s=x T ' 

D(s)=- - . 
dx (7) -(n - p1/(2 - nl 

dt T 
(17) 

Notice that S has a priori nothing to do with the one intro
duced in Eqs. (3) and (10). The new equation is obtained by 
computing ds I d7 and dD I d7 [where we replace d 2xl dr by 
its value given by (16)). FormingdD Ids, we check that 7 does 
not appear any more in the final first-order equation 

D dD + ~ D n - p _ 2 - P S dD 
dS T 2 - n 2 - n dS 

+Kn(sgns)lsln-1 =0. (18) 

A further integration can be obtained if the second term of 
the lhs ofEq. (18) is a total differential, i.e., ifp = nl2 + 1. 
For this particular value of p we have a time invariant: 

! D2 + K Is In - (1/2T)Ds = const. 

Introducing in Eq. (19) 

1] =D- S 12T, 

we rewrite Eq. (19) as 

! '1]2 - (fJ 2/8)s2 + K Is In = const. 

(19) 

(20) 

(21) 

It is easy to check that for p = nl2 + 1 and Sand 1] as given 
by relations (17) and (20), we can also write 

S=x (;)-112 =x(1 +fJt)-1/2, 

1] = (1 +fJt)1/2 dx _ fJx (1 +fJt)-1/2. (22) 
dt 2 

For this value ofp, parameters a and yofEq. (10) take the 
value 1/2. Introducing all this in Eq. (3) we check that sand 
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1] = ds I dO as given by the quasi-invariant theory are identi
cal with those defined in Eq. (22) and that the constant [in 
Eq. (21)] can be identified with the new energy ofEq. (IS). 

IV. ADIABATIC ASYMPTOTIC AND EXACT INVARIANTS 
A. Casep<pc adiabatic invariant 

Consider Eq. (12) obtained by taking A = C (this 
problem is consequently without damping) and C = 
(1 + fJt Y'1(n + 21 leading to time-invariant rescaled physical 
field. The transformation field goes to zero providedp <Pc 
= nl2 + 1. If fJ --+ 0 the transformation field not only goes 
to zero as 0 --+ 00 but is of order fJ 2. The unperturbed motion 
So obtained from setting fJ = 0 is a periodic motion corre
sponding to the potential K Is In. In this unperturbed motion 
the (new) energy is conserved. The energy variation connect
ed to the presence of the time-dependent transformation 
field is 

.:if = pin + 2 - p) fJ 2 
(n + 2)2 

X r'" So dso dO. (23) 
Jo (l+[(n+2-2p)/(n+2)]fJO)2 dO 

It can be shown that in the limit fJ --+ 0 the integral in Eq. 
(23) goes to a finite limit and.:ifis finally a quantity of second 
order in fJ. The new energy is consequently an adiabatic 
invariant to zero and first order in fJ. 

Notice that 

K Is In = k Ixln(1 + fJt) - P(l + fJt fP/(n + 21. (24) 

By Eq. (4) we deduce 

(25) 

The first term in the rhs of Eq. (23) is of order {} 0, the second 
of order fJ, and the third of order fJ 2. We can write, neglect
ing terms in fJ and fJ 2. 

~ V2+Klxn1 +fJt)-P 

(26) 

Finally we define the length of the "expanding box" for a 
time varying potential through the relation 

¢ (x,t) = Ixln(1 + fJt) -P = B -2~ (xIB), (27) 

with B = (1 + fJt)Y = C. Identifying we find y = pl(n + 2). 
Later we will justify relation (27) but the result is quite rea
sonable since we know that the rescaled quantity S = xlC is 
periodic and that the particle "bounces" on the time-inde
pendent potential in S space. Now Eq. (26) can be written 

(~ V 2 + K Ixln(1 + fJt) -P)/ 2 = A, (28) 

where I = C(t) 10 is the "length of the box." Equation (28) is 
the well-known "adiabatic relation" between the energy and 
the volume (i.e., the length for a one-dimensional system) 
with y = 3. Two final remarks are in order. 

Remarks: 1. The "new energy E" is a better invariant 
thanEI 2 since E is invariant to zero and the first-order term in 
fJ, while in the computation of EI2 we have dropped first-
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order term [the second term in the rhs of (26)]. 
2. This invariant never breaks down. 

B. Casep<pc asymptotic invariant 

If fl is no longer small we can call c an "asymptotic 
invariant," i.e., a quantity which remains constant for a long 
time. The only difference with the case fl --> 0 is that the 
work done by the transformation field vanishing as time goes 
on is not a small quantity. 

Moreover, Eq. (28) remains asymptotically true. It was 
obtained by transforming c into the energy in the initial 
space through relations (24) and (25) and by neglecting in Eq. 
(25) the second and third term of the rhs. This remains true 
for large times for all values of fl, a result easily checked 
since 

e -2 varies as (I + flt) -- 2plln + 21, 

1 de 

e dt 

(~~r 

varies as (1 + flt ) - 1, 

varies as (1 + flt )2Plln + 21. 

To sum up these results: for p <Pc we can introduce either an 
adiabatic invariant (if fl --> 0) or at least an asymptotic invar
iant which in both cases is the new energy. 

C·P=Pc 

For p = n/2 + 1, Eq. (12) and (11) are identical. They 
have no friction term, a time-independent potential, and the 
new energy c is an exact invariant. The length of the box 
varies as (1 + flt )1/Z, the energy decreases as t -1. The possi
bility of finding invariants for similar equations has been also 
considered in Ref. 5. 

D.n> P> Pc 

This case correponds to region VI where Is I goes to a 
limiting value 1511. From Eq. (13) we can write asymptotical
ly 

~ VZ+Klxln(1 +t)-P 
2 

:::::(+5/ (~ = ~rfl 2 + K 151 In) (1 + flt )z(p- ni/in - 21. 

(29) 

Equation (29) shows three interesting points. 
-In region VI the asymptotic motion corresponds to a 

fixed ratio between potential and kinetic energy. 
-for p = Pc this relation agrees with relation (28) and 

leads to a total energy E varying as (1 + fl t ) - 1. 

-for p = n the energy is a constant. Indeed for p > n the 
asymptotic motion corresponds to that of a free particle. 

V. CASE OF AN EXPANDING BOX 

An interesting limiting case is provided by a box made 
of a potential well (zero potential inside, infinite potential 
outside the box). The abscissa of the two walls are, respec
tively, ± 10 (1 + [It t. (For a solution of the case a = 1 see 
Ref. 6). The particle experiences a perfect elastic collision on 
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the moving walls and a free motion otherwise. It can be easi
ly shown that such a situation corresponds to a potential as 
given by relation (1) withp and n --> 00 andp = na. In this 
limit Eq. (11) becomes 

d2~ + (2a _ l)fl dS + ala - l)fl 25 = 0 (30) 
de de 

and is valid inside the "new motionless box" extending from 
- 10 to 10, The scaling factors are e (t) = (1 + [It)a and 

A (t) = (1 + flt )1/2. Four cases must be investigated. 

A.a<1/2 

This corresponds to region VII. In that case it is simpler 
to take A (t ) = e (t ) = (1 + flt )a and write the limit form of 
Eq. (12), 

dZs +a{a-1)[l2 S =0. (31) 
de 2 (1 + (1 - 2a)fle)Z 

In the "new box" the asymptotic motion is an endless bounc
ing on the two walls. If fl --> 0 there exists an adiabatic invar
iant which never breaks down and if fl is finite an asymptotic 
invariant. 

B. a = 1/2 

Both Equations (30) and (31) show the existence of an 
exact invariant, the new energy is 

(32) 

C.1 >a> 1/2 

The description is given by Eq. (30). In the "new box" 
the particle sticks asymptotically to one of the wall. In the 
original space this means that eventually after some oscilla
tions, the particle bounces on one of the walls without chang
ing the sign of its velocity. Since the wall velocities decrease 
with time a new bouncing takes place, slowing down the 
particle but never changing the sign of the velocity, etc. 

D.a>1 

In the "new box" as given again by Eq. (30) the particle 
falls down to 5 = 0 corresponding to a free motion in the 
original space. Indeed after a transient state the wall veloc
ities increase without limit and the particle does not collide 
any more. 

VI. QUANTUM MECHANIC INTERPRETATION 

We have seen that the case p = n/2 + 1 corresponds to 
a critical regime where we have an exact invariant. In fact it 
is worth noticing that this case corresponds to the possibility 
of obtaining a solution of the Schrodinger equation via 
stretching groups. This last equation reads 

. at/; fz2 a2t/; 
lfz-= ---+ifJ(X,T)t/;. (33) 

aT 2m axz 

Notice that when we use stretching group methods we come 
back to the shifted time T = t + T = t + fl - 1 as in Sec. 
III(h). 

A nontrivial stretching group leaving Eq. (33) invariant, 
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7 = aa 7, X = a{3i, t/J = aY~, and '" = af>¢, (34) 

is given by 

/3=aI2, Y= -a, D= -/312= -a14, (35) 

where the last relation comes from the normalization condi
tion 

f "''''* dx = 1. 

Equation (35) indicates that if we introduce the new variable 
and functions 

~ = (71;)1/2' ~ = ( ;) 4>, ¢ = '" (;) 114, (36) 

the Schr6dinger equation becomes 

ifl (_ ~ ¢ _ ~x~) = _ ~ d 2
¢ + ~¢ (37) 

T 4 2 dx 2mdx2 

(¢ and ~ being functions of ~ only). The first two equations 
(36) are equivalant to S = ~ = xIC(7) and to Eq. (27) where 
we take for C (7) the limiting case C (7) = (r/T)1/2. In this case, 
'" keeps its initial shape which implies variation of both the 
kinetic potential energy inversely proportional to the square 
of the length of the system. It is quite remarkable that the 
invariance of the quantum equation leads to t/J = (r/T) - I t/Jxl 
(r/T)1I2, i.e., the critical case leads to a definition in agree
ment with Eq. (27). This last equation was needed to write 
down the well-known relation (28). This deep and subtle re
lationship between quantum mechanics and the theory of 
invariants was noticed at the very beginning of quantum me
chanics and still remains somewhat mysterious. 

Finally for a class of potentials of the form 

t/J (x,t) = C -2 ~ (xiC (t)), (38) 

we have shown6 that by taking x = sC (t ) and de = dt IC 2 

[i.e., A = Cin Eq. (3)], the new Schr6dinger equation can be 
written in the new space time as 

.flal1 = _~ a2
11 +(~(s)+~C3d2C S2)I1' 

I ae 2m as 2 2 dt 2 

(39) 

where 

'" = C -1/2 exp(i m _1_ dC X2) I1(S,e) 
fl 2C dt 

(40) 

and with S"''''* dx = S 1111* ds = 1. Some remarks on how 
these equations are obtained are given in the Appendix. 

Now for a potential given by Eq. (1) we substitute 
C = (1 + f1t )l'/ln + 2) in Eq. (38). For P <Pc the potential as in 
the classical case can be written as the sum of the rescaled 
physical potential K Is In and the transformation potential 

~-P-(-P--l)f12s2 
2 n+2 n+2 

1 
X . (41) 

(1 + [(n + 2 - 2p)/(n + 2)]f1e)2 

Equations (31) and (41) are the quantum mechanics equiva
lent of relation (12), for p = Pc = nl2 + I, C = (1 + f1t )112, 
and", = (1 + f1t )-1/4 exp i(mlfl)(f1 14)s211' A little algebra 
shows that the time-independent solution ofEq. (39) 
(a lae = 0) is identical to the self-similar solution obtained 
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from Eq. (37), since 

'" = ¢(I + f1t)-1/4 = (1 + f1t)-1/4 exp(i(mlfl)JJ 14)s2)P(s). 

VII. CONCLUSION 

In this paper we have used the quasi-invariant tech
nique to obtain the asymptotic motions of a particle in a 
potential of the form K Ix I n (1 + f1t ) - p. Four zones are de
lineated according to the values of p and n, a critical value 
being Pc = nl2 + 1. From these solutions we studied the 
possible "asymptotic" (valid only for large time), "adiaba
tic" (connected to a smallness of f1 ), or "exact" invariants. 

For p <Pc we have an asymptotic (for finite f1 ) and an 
adiabatic (for f1 --+ 0) invariant. This last invariant never 
breaks down and correponds to the relation E/ 2 = const, 
where E is the total energy and / is a natural length of the 
"box." 

For p <Pc < n we have an "asymptotic invariant" but 
the corresponding relation is E (1 + f1t )21n - p)/ln - 2) = const. 
The adiabatic invariant initially present if f1 is small enough 
breaks down for large times. 

For p > n the particle, asymptotically, is not submitted 
on the field. 

Finally for p = Pc we have an exact invariant. It is inter
esting to notice that the critical case corresponds to a length 
of the box increasing as (1 + f1t )1/2 and to the existence ofa 
self-similar solution for the quantum problem. This length 
increasing as (1 + f1t )1/2 corresponds to the quantum invar
iant / 21t = const, a consequence of the Schr6dinger equa
tion. 

APPENDIX: QUASI-INVARIANT TRANSFORMATIONS 
IN QUANTUM MECHANICS7 

For classical motion of a particle we have considered 
the following transformation 

X} S} x = C(t)s + D(t), 
v :t. 7] with v = (C ~A 2)7] + Cs + D, 
t e dt = A de. 

Notice that we have introduced the shift D (t) where D is an 
arbitrary time function. 

We want to determine if there exists a corresponding 
group transformation in quantum mechanics~ompatible 
with the correspondence principle. More precisely we con
sider a wave function ",(x,t ). Is it possible to transform it into 
a function ¢(s,e ) with 

",(x,t) = t/J (x,t )¢!s,e), (AI) 

dt = A 2(t )de, 

x = Cdt)s + DI(t), 

such that 

(A2) 

(A3) 

f ¢(x,t )",*(x,t )dx = f ¢!s )¢*(s )ds = I, (A4) 

(x) = f x"''''* dx = C(t )(5) + D (t), (AS) 
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<s) = f s#*ds, (A6) 

(v) = - ifz f "'* a", dx = ~ <1I} + C < s} + D, 
m ax A 

(A7) 

(11) = - ifz f ¢* a", ds. 
m as (A8) 

we can suspectthat C = C1 andD = D J ifsucha transforma
tion satisfying the correspondence principle exists. But it is 
more rigorous to verify that it is indeed needed. Equations 
(AI) and (A3) are introduced in Eq. (AS) and we write that 
the equality must be verified V",. We get 

C(t)=I,6I,6*Ci, D=D1• (A9) 

Introducing now (AI) and (A3) in (A4) we obtain 

1,61,6 *CI = 1. (AW) 

From Eqs. (A9) and (AW) we deduce C1 = C, DI = D. Now 
from Eq. (AW) we deduce 

1,6 = C -1/2 exp iB (S,e), (All) 

where B is real. Now we introduce (All) and (AI) into (A7) 
and obtain 

- ifz C - I f ¢* a¢ ds + ~ C -I J aB ¢*¢ ds 
m as m as 

= ~ (11) + C J s¢*¢ ds + D. A2 

This is an identity for all possible ",. Consequently 

C- I =~ and ~J.- aB =Cs+D. (AI2) 
A 2 m C as 

From (AI2) we deduce C = A and 

B = (m12fz)CCs2 + mCDs + F(t). (A13) 

We can state the following proposition. 
The most general quasi-invariant transformation in 

quantum mechanics for which the correspondence principle 
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leads to the transformation indicated at the beginning of this 
appendix is given by 

x = sC (t ) + D (t ), 

dt = C 2(t )de, (A14) 

'" = C -1/2 exp i (: CCs 2 + mCDs + F )¢(S,e). 

We see that in the quantum case we must restrict ourselves to 
the case C = A which corresponds in classical mechanics to 
the conservation of the phase-space volume element. This 
condition ensures that the x-p commutator is invariant with 

[x,mv] = [s,mll] = ifz. 

We must stick to the Hamiltonian formalism and cannot 
introduce a friction term as in the classical case. We have 
demonstrated elsewhere5 that indeed ¢ does satisfy a Schro
dinger equation with a new potential given by 

v = C 2V + (mI2)C3(;s2 + mC3DS' (AlS) 

Other terms can be introduced in (A 15) but being space inde
pendent they do not play any role and introduce simply a 
space-independent (and consequently unobservable) phase 
shift in ¢. 
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The multidimensional damped harmonic oscillator is treated by means of a non-self-adjoint 
Hamiltonian with complex potential. The propagator referring to the evolution semi group is 
evaluated from the Lie-Trotter formula. The one-dimensional case is discussed in detail with the 
following results: (a) the nondamped limit gives the correct propagator including the Maslov 
phase factor, (b) for some initial conditions, the classical limit of the solution can differ from the 
behavior of the classical damped oscillator, the difference being negligible in the case of weak 
damping, and (c) the point spectrum of the considered pseudo-Hamiltonian is found. 

PACS numbers: 03.65.Ge 

1. INTRODUCTION 

There is a large number of problems ranging from ele
mentary particles to statistical physics, in which the consi
dered systems are dissipative (cr., e.g., Refs. 1-5). The dy
namics in such cases can be rarely described fully, including 
interaction with the heat reservoir (decay products, com
pound nucleus channel, etc.); usually one is forced to express 
influence of these degrees of freedom by means of pheno
menological Lagrangians or Hamiltonians. They can be con
structed in different ways: as time-dependent, nonlinear 
(e.g., Refs. 3 and 6) or non-self-adjoint; in particular, Hamil
tonians with complex potentials are popular in practical cal
culations in nuclear physics. 

Recently we have shown how to incorporate descrip
tion of a dissipative system S via a phenomenological non
self-adjoint Hamiltonian H into the standard quantum theo
retical framework. 7 If H is closed and iH generates a 
continuous contractive semigroup (such operators we called 
pseudo-Hamiltonians), then by minimal unitary dilation of 
this semigroup we obtain objects which are naturally inter
pretable as the state Hilbert space of a larger isolated system 
~ containing S and the unitary evolution group of ~. The 
well-known difficulty with the spectrum of the correspond
ing total Hamiltonian (see Refs. 4,8 and references therein) 
means that the semi group evolution of S is necessarily ap
proximative7

; however, this approximation is good enough 
for almost all applications. 9. 10 

In the present paper, we apply the pseudo-Hamiltonian 
approach to the case of multidimensional damped harmonic 
oscillator. There are, of course, many possibilities how to 
choose H; some complex structures have been already stu
died. II We shall use the most natural choice H = - ~ + x. 
(A - iW)x, where A, Ware strictly positive matrices (strict 
positivity of A is assumed for convenience, in fact, the proofs 
can be carried out for positive A as well). We assume neither 
a time-dependent frequency, 6 nor any driving force, stochas
tic or not. 6.12 On the other hand, we consider oscillators of an 
arbitrary dimension d; the generalization to the d> 1 case is 
nontrivial, because A, W need not be simultaneously diagon
alizable. This multidimensionality together with the special 
choice of H could be of some interest for the old problem of 
constructing a field theory with basic quanta metastable. 

alOn leave of absence from the Nuclear Centre, Charles University, Areal 
Troja, 18000 Prague-Pelc-Tyrolka, Czechoslovakia. 

One has to check first that our H is a pseudo-Hamilton
ian in the sense of the above definition. If the damping part 
could be regarded as a perturbation to the undamped oscilla
tor, the Kato-Rellich-type lemma would be applicable. In 
general, however, it is not so. Thus we use a trick based on a 
successive application of the lemma; this trick might appear 
to be useful for some self-adjointness proofs too. 

The main result of the paper is an explicit integral-oper
ator expression of the evolution semigroup corresponding to 
H. After some preliminaries, we prove it in Secs. 5 and 6. The 
method is based on Feynman-type path integrals in the sense 
of Nelson, i.e., defined by the Lie-Trotter formula. 13.14 The 
same result, however, is obtained with some other defini
tions of the path integral, for instance, the one ofTru-
man 15,16 or that using the "uniform" Trotter formula. 17 

Discussion of the obtained results is limited in the pre
sent paper essentially to the one-dimensional case. The first 
problem concerns the nondamped limit: we show that it 
gives the correct Feynman propagator including the phase 
factor I8

•
19

; thus we find in the present case an alternative and 
very natural way of deriving the Maslov correction. Further, 
we shall discuss the classical limit. Let us notice that com
paring to common practice3 . 1I ,12,20.21 we did not obtain our 
pseudo-Hamiltonian by some kind of quantization of the 
classical damped oscillator (CDO). According to our opin
ion, such an approach makes sense only if there is a reasona
ble similarity between the classical and quantum mechan
isms of damping. In general, this is not the case; thus there is 
no a priori reason why the classical limit should reproduce 
the exact behavior ofCDO. We shall illustrate it on an exam
ple: for our damped oscillator and special Gaussian wave
packets, the classical limit gives trajectories of CDO but cor
responding to changed initial conditions; the difference 
vanishes in the weak-damping limit. Finally, we shall find 
the point spectrum of H, which is of the form of the un
damped-oscillator spectrum rotated around the origin to the 
lower complex half-plane. The eigenvectors, however, are no 
longer orthogonal because H is not normal. 

2. SOME NOTATION AND CONVENTIONS 

d 

Q2=IQJ, 
j=1 

where (Qj¢)(x) = xj¢(x), 
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d 

p 2 = IPj= -Li, 
j~1 

where Pj = F d- IQjFd and Fd is the d-dimensional Fourier
Planchereloperator, 

vl(x) = x·Ax, vz(x) = x·Wx, 

where A, Ware real positive symmetric d X d matrices (more 
exactly, positive symmetric operators on Rd

) and 
v(x) = vl(x) - ivz(x) = x·Bx, 

V;:(V;t/')(x) = v;(x)t/'(x), V = VI - iVz, 

HI = ~p2+ VI' 

H2 = HI I Y'(Rd), H3 = Hz - iV2 = HI Y'(Rd
), 

H = HI - iV2 = ~p2 + V, 

1(K) is the set of all (finite) complex Borel measures 
on a real Hilbert space JY', 

Y(K) is the set offunctionsff(y) = r;>rexp(i(y,y')) 
d/-L(y'), 

where /-L~(m and (.,.) is the inner product in JY'. 
In what follows, square roots of complex numbers and 

matrices will appear frequently. It is useful to make an overal 
choice of the branch: we prefer to work with (e''P) 112 

= exp(!i'P), O<'P < 21T. There is a particular case which 
should be mentioned: when complex frequencies are consi
dered, it is more natural to have their real parts positive, at 
least from the viewpoint of the nondamped limit. We shall 
use therefore n = - (2B )I/Z with the square root under
stood in the above sense. 

3. THE PSEUDO-HAMILTONIAN PROPERTY Of H 

As mentioned above, through this section we assume 
the matrices A, W to be strictly positive (as operators on Rd

). 

The eigenvalues of A are aj,j = 1, ... ,d, so a = minl<j<daj 
> O. The inequalities 

a 2 11Q 2t/'1I2<11 VI t/'II z 
d 

= I apkIIQjQkt/'11
2
<IIA 11211Q

2
t/'112 

j.k= I 

show thatD (V,) = D (Q 2), analogously D (V2 ) = D (Q 2), i.e., 

D(H) =D(Hd =D(pz)nD(QZ). (1) 
Proposition 1: HI is self-adjoint. 
Proof We notice first that Hz is essentially self-adjoint 

(e.s.a.) due to existence of a complete set of eigenvectors 
C Y'(Rd

). Both P 2 and VI are self-adjoint and therefore 
closed so that HI CH2• In order to prove the opposite inclu
sion we shall verify that there is b > 0 such that 

!lIp2t/'112 + II V,t/'llz<IIHzt/J112 + b IIt/'W, t/lEY(R
d

). (2) 

We have (P, ",)(x) = - ia",(x)lax; for these "', i.e., 

((PjQk - QkPj)t/')(X) = - iojkt/J(x)t/J(x), t/lEY'(Rd
). (3) 

We choose a basis in Rd so that A is diagonal. Then 

d 

(t/J,(PZVI + VIP 2)",» Iaj(t/',(PJQJ + QJPJ)t/'), 
j=1 

because (""P JQ z I/J»O forj =I k due to the relations (3), which 
further imply 
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d 

>1 I ajlliPJQJ + QJpJ}t/'11
2 

- ~11t/'112Tr A. 
j= I 

Thus (2) holds ifb>i Tr A. Assumenowt/JED (Hz). If II/Jn lisa 
sequence CY'(Rd

), I/Jn--I/J, then IHzI/Jn I converges too, i.e., 
IIHzt/'n - Hzl/Jm II-->Owithn,m--oo. The inequality (2) shows 
that also I PZI/Jn l and I Vlt/'n I converges, however, both p2, 
VI are closed and Y'(Rd) CD (P 2)nD (VI) so that 
I/JED (P 2)nD (vd = D (Hd. • 

The pseudo-Hamiltonian property of H will be proved 
below by successive applications of the following perturba
tive lemma22

: 

Proposition 2: Let G be a densely defined closable opera
tor on a Hilbert space JY' such that 6 is a pseudo-Hamilton
ian. Let further C be closed and accretive, D (C):J D (G ). and 
assume that there exist non-negative a < 1, b such that 

(4) 

Then D (6 ) C D (C) and the operator 6 - iC defined on 
D (6) is closed and belongs to the class of pseudo-Hamilto
nians. 

One must exhibit conditions under which (4) is fulfilled 
in the case under consideration: 

Proposition 3: (a) Let b 2<!all W II-I, then there is a posi
tive c such that 

that 

IlbV2"'112<~IIHII/JI12 + cllt/'llz, t/lEY'(Rd
). (Sa) 

(b) Let a > 0 and b 2<!aZ
, then there is a positive c such 

IlbVzt/'IIZ<~II(HI - iaVz)t/'IIZ + cllt/'IIZ' t/lEY'(IR
d

). (Sb) 

Proof We have to find c for which 

1=(I/J,(!(HI + iaVz)(HI - iaV2) - bV~ + c)l/J) 

is non-negative independently of t/lEY'(Rd
). We choose again 

a basis in Rd so that A is diagonal and denote by ~k the 
corresponding matrix elements of W. Expressing 
(Vzp 2 

- p 2 VZ)t/' and (VIP 2 + p 2 VI)t/J from (3) and omitting 
the positive term A(I/J.p 4 t/'). we obtain 

1>(t/',[ !jtIUj(PkQj + QjPd
Z 

- ~ Tr A + {tla)Q) r 
+ (~a2 - b 2{.± W,kQjQk r 

1.k= I 

-~. ± ~dPkQj + QjPk) + c]t/J). 
4 J.k= I 

Assume first a = 0 and b 2<!all W II- I
, then the last inequa

lity yields 

>(t/', [ c - i Tr A 

+ (~u - b 211 WIIlQZ]t/'I>(c - § Tr A )11"'11 2 

so that (5a) holds if c>~ Tr A. On the other hand, if a2>2b 2, 

then 

1>("'1~ 1(8aj )-I(aj (PkQj + QjPk) 

d 

W)2 12" -2W2 
- a jk - ~a £... a j jk 

j.k~ I 

+ c - ~ Tr A ]1/1). 
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d 

and therefore (5b) holds if c;;.i Tr A + la2 L a)- 2WJk'. 
).k~ I 

Combining now the above three auxiliary statements, 
we can prove the main result of this section: 

Theorem 1: Let A, W be strictly positive so that (1) 
holds, then H is closed and belongs to the class of pseudo
Hamiltonians. Moreover, Y(Rd

) is a core for H, i.e., H = H3 • 

Proof (a) Ifa;;.21IWII, then there is c>O such that (Sa) 
with b = 1 holds. The operator V2 is positive, and therefore 
accretive, D (V2) -::>D (HI)' and HI = H2 is a pseudo-Hamil
tonian due to Proposition 1. Applying then Proposition 2 to 
G = H 2, C = V2 we see that for H = HI - iV2 the assertion 
is valid. (b) Ifa <211 WII we choose k positive, 211 Wllk

2
';;;;a, 

and n natural so that 

k(I+2- 1
/

2r- I =1. (*) 

The same argument as above shows that the operator 
HI - ikV2 with the domain D (HI) is closed and belongs to 
the pseudo-Hamiltonian class. Moreover, this operator 

equals H2 - ikV2: obviously H2 - ikV2 CHI - ikV2; on 
the other hand, for an arbitrary rpED (Hd and a sequence 
I rpn I CY(Rd), rpn---ri{J, we have 
(H2 - ikV2}rpn = Hlrpn - ikV2rpn so that rpElJ (H2 - ikV2)· 

(c) The proof is completed by induction: assume that the 
assertion holds for HI) = H 2), where XHS) = Hs - ik 
X (1 + 2 - 1I2y - I V2• The assumptions of Proposition 3(b) are 
fulfilled for a = 2 112b = k(1 + 2- 1I2Y-I; thus (5b) together 
with Proposition 2 imply that the assertion holds for 

H lj - ik 2- 1/2(1 + 2- 1I2Y- 1= H IJ + I 

as well. In the same way as above one proves 
H IJ + I = H2J+ I' Since the assertion is valid for Hll = H21 
due to (b), the same is true for HI) corresponding to any 
naturalj, in particular for H ln = H 2n which equals H = H3 
in view of(*}. • 

4. AN AUXILIARY INTEGRAL FORMULA 

In the next sections, the following integral will be useful 

(6) 

where M is a symmetric N X N matrix the imaginary part of 
which is assumed strictly positive, 1m S·MS > 0 for each 
nonzero SERN, and 1]Eff. 

Proposition 4: Under the stated assumptions, the inte
gral (6) equals 

I N(M,1]) = (21Tit12(detM)-1/2expl - ~1].M-I1]I.(7) 
2 

Proof based on analytic continuation23 : we denote 
M;. = AMI + iM2' 1];. = ,1,1]1 + i1]2' where 
MI = Re M = !(M + M T), etc. so that M = M I, 1] = 1]1' 
Due to the assumption, EMI + M2 is strictly positive for all 
real E with small enough modulus. Thus there is Eo> 0 such 
thatIN(M;.,1],dexistsinthestripS= IA:llmA I <Eol·More
over the function A>--+IN(M;. ,1];.) is easily seen to be analytic 
inS.24 For each A = iE, lEI <Eo, one can choose a basis in RN 
in which M;. is diagonal so that by Fubini's theorem we 
obtain25 
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I N(Mio1]iE) = IT r exp{~m)sJ + iSjZ)} dS) 
)~ IJR 2 

- lIN (21Tim - 1) 1/2exp{ _ ~m- IZ2} 
- j 2 J J' 

)~ I 

where m),z) are eigenvalues of MiE and components of 1]iO 
respectively. Then due to the proved analycity, (7) holds for 
all M;., 1];. with AES, in particular for A = 1. • 

5. THE PROPAGATOR 

The continuous contractive semigroup corresponding 
to our pseudo-Hamiltonian H can be expressed explicitly. 
This is the content of the following theorem which will be 
proved in the next section: 

Theorem 2: Let A, Wbe strictly positive and denote 
f1 = - (2B )1/2, B = A - iW. Then for each t;;.O, 

exp( - iHt) = V" where I V, :t;;.O I is a contractive semi
group which acts on an arbitrary rpEL 2(Rd

) according to the 
relation 

(V,rp )(x) = r G,(x,y)rp (y) dy, t> 0, 
JRd 

G,(X,y) = (21Ti) - d12(det(f1 -I sin f1t ))-1/ 2 

(8a) 

X exp{ ~ [x.(f1 cot f1t)x + y.(f1 cot f1t lY} 
- iy·(f1 csc f1t)x]. (8b) 

One has to verify first that (8) makes sense: 
Lemma 5.1: LetA be positive, W strictly positive, t> 0; 

then f1 is regular and the real quadratic forms x>--+ 1m x·Mx 
with M = - f1 - I tan f1t, - f1 tan f1t, and f1 cot f1t are 
strictly positive. 

Proof Suppose first d = 1. We have 31T12.;;;;arg B < 21T 
due to the assumption so 0 < v.;;;;w hold for f1 = W - iv. The 
- 1m f1 -\ tan f1t = C(t) (w tanh vt cos-2 wt - v tan wt
cosh -2 vt) with C (t) > 0, and the inequalities a-I sin a 
< 1 <13 -I sinh 13 for nonzero a,f3 imply 

- 1m f1 - I tan f1t 

= C (t )[2t cos2 cut cosh2 vt ] -I [wt sinh (2vt ) 

- vt sin(2wt )] > O. (*) 

Analogously we obtain positivity of 1m f1 cot f1t and 
- 1m f1 tan f1t. As for the case d > 1, regularity of f1 follows 

from symmetry of f1, which gives lf1xl2 = x·Bx, and from 
strict positivity of W. A real quadratic form is strictly posi
tive if all eigenvalues of its matrix are positive.26 They equal 
- 1m w) - I tan w/ in the first case,27 where w) are eigenval
ues of f1. Further, each eigenvalue 13) = ~wJ of B satisfies 
1m 13) <0; otherwisey.Wy = - 1m 13)" ly12.;;;;0 for some non
zero y in contradiction with the assumption. Thus (*) gives 
- 1m w)- I tan Wjt> o for allj; in the same way the assertion 

is obtained for the other two forms. • 
Lemma 5.2: LetA,Wbe as in Lemma 5.1, then 

det(f1 - I sin f1t) and det(cos f1t } are nonzero for each t> O. 
Proof It is sufficient to check that all eigenvalues of 

both the matrices are nonzero: they equal wj- I tan Wjt and 
cos Wjt ,j = 1, ... ,d, respectively. Further, Imf3j <0 implies 
1m Wj #0, but sin and cos have no zeros outside the real 
axis. • 
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Proposition 5: Let A, Wbe as in Lemma 5.1, let further 
V, be given by (8) and Vo = I. Then ( V, :t>O J is a semigroup 
of bounded operators on L 2(Rd). 

Proof According to Lemma 5.1 there exist positive c I,C2 
(depending on t) such that 

I G, (x,y) I <c 1 exp( - C2(X2 + y2)). (9) 

This inequality together with the Fubini theorem imply 

II V,cP 11
2
<ci IJcp (Y)llcp (z)1 

X exp( - c2(2x2 + y2 + Z2)) dx dy dz, 

so integration over x and the Schwarz inequality gives 

II V,cP II <cl(...!!...-)dI2 1Icp II 
2c2 

(10) 

for each cpEL 2(Rd). As for the semigroup property, in view of 
Vo = I and of (9) it is sufficient to verify 

G, + s (x,z) = ( Gs (x,y)G, (y,z) dy Jad 

for all t,s> 0; it follows from Proposition 4 with 
M = il (cot ilt + cot ils), TJ = - il ((cosec ils)x 
+ (cosecflt)z) and from the matrix functional-calculus ru-

les.
27 

.. • 
The followmg eqUivalent expression for V, will be use-

ful: 
Proposition 6: Let A, W be as in Lemma 5.1; then for all 

t> 0 and cpEL 2(Rd) 

(V,cP )(x) = ( F,(X,y)(FdCP )(y) dy, (Ila) 
Jad 

F,(x,y) = (21T) - d/2(det(cos ilt ))-1/2 

X exp{ - (il2) [x·(il tan ilt)x 

+ y·(il -I tan ilt lY} + iy·(sec ilt)x], (lIb) 

where Fd is the Fourier-Plancherel operator. 

Proof Let first Y(Rd)nL 2(Rd), cP (x) = ( eix-Ydv(y) with 
JlRd 

V~(Rd); then (Ila) can be rewritten as 

(V,cP )(x) = (21T)d/2 ( F,(x,y) dv(y). (12) 
JlRd 

In order to prove this, we use (9) together with boundedness 
of cP, Icp(x) I < Ivl(Rd). Then the Fubini theorem applied to (8) 
gives (12) with 

F, (x,y) = (21T) - d /2 ( G, (x,z)eiY·Z dz 
JRd 

= (4~i)-dI2(det(il -I sinilt))-1/2 

X exp{(i12)x.(il cot ilt )x} 

·Id(il cot ilt, y - (il csc ilt )x). 

Using now Proposition 4 and the matrix functional-calculus 
rules, we get (lIb). Let us assume further an arbitrary 
cpEL 2(Rd), and construct the following sequence: 

1132 

CPn :CPn (x) = (21T) - d 12 ( eiX'Ylpn (y) dy, 
JRd 
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A {(FdCP )(y) Iyl <n 
CPn (y) = n Iyl <n 

o Iyl >n. 

and 

and 

l(FdCP )(y)1 <n, 

l(FdCP )(y)1 > n" 

Clearly FdCPn = lpn andlpnEL (Rd) so the assertion is val
id for CPn' The sequence {lpn J converges pointwise to FdCP ; 
further, Ilpn (Y)I < l(FdCP )(y)1 and F,(x,)EL 2(Rd) so that 

!~~ (V,CPn )(x) = If, (X,y)(FdCP )(y) dy. (**) 

One verifies easily that lpn -FdCP in the L 2-norrn too. Since 
Fd is unitary and V, is bounded due to (10), we obtain 
V,CPn-V,cp; then there exists a subsequence {V,CPnk J which 
converges to V,cP pointwise and the assertion follows from 
(**). • 

In order to prove Theorem 2 in a straightforward way, 
one has to check first strong continuity of { V, J or equiv
alently28 

lim (t/!, V,cp) = (!/w) ( 13) 
'-.0 + 

for all t/!, cpEL 2(Rd). Further, the generator of ( V, J must be 
calculated and shown to coincide with H. Proposition 6 
shows that (13) is valid for t/!, cpEL 2(Rd)nL (Rd). Using further 
the matrix functional-calculus rules, one can verify that for 
cpEY(Rd), t/!:t/!(x,t) = (V, t/!)(x) solves in Rdx (0, (0) the Schro
dinger equation with potential u(x) = 0·il 2X and initial data 
cpo However, the remaining part of such a proof seems to be 
complicated, and therefore we choose another way: to ex
press exp ( - iHt) and identify it with V,. 

6. exp( - iHf) BY LIE-TROTTER FORMULA 

We shall assume again both A, W to be strictly positive, 
t> 0, and abbreviate S ~ = exp( - iHot )exp( - iVt ), where 
Ho = !P 2 is the free Hamiltonian. Since iH = iHo + iV gen
erates a continuous contractive semigroup due to Theorem 
1, the Lie-Trotter formula for semigroups asserts29 

s-lirnS ~ = exp( - iHt). (14) 
n • oc 

Our goal is to prove that the lhs of(30) coincides with V,. For 
cpEL 2(Rd) we have30 

(S~cp)(x)=(21Ti8)-nd/2( exp{_I_' nil(Yk+1 -Yk)2 
Jand 28 k =0 

- i<t~Yk .BYk }cp (Yo)dYo·oodYn - I' 

where Yn = x and 8 = t In. Modulus of the integrand is ma
jorized by Icp(Yo)lexp{ - 8 };~=OYk,WYk J; thus, the rhs 
makes sense and the integrations may be interchanged arbi
trarily. Assume now cpEY(Rd), cp(x) = f RdeiX'Ydv(y), then 
substituting Yk = a k81/2, k = O,I,oo.,n - 1, and rearranging 
the integral, we obtain 

(S~cp )(x) = (21Ti)- ndI21ddv(Y) exp( ~X2)Ind(Mn'TJ)' 
(I5a) 

where TJ = (y8 1/2,0,00.,0, - x8- 1/2) and Mn = Mn (8) is the 
nd X nd matrix 
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(

I - 2/PB - I 0 0 0) 
-I 2/-U2B -I 0 ... 0 

M= 2 

n •••• 6' ....... ~! ..... ?-{ :-: o~·l!· .. ~! .. ::: .. ii'~ ~i5'2ii 
(15b) 

which obviously fulfills the assumption of Proposition 4. 
Thus one has to calculate det Mn and the comer blocks of 
M n- I. Let us denote by B J,. = A - iA. Wand M! the corre
sponding matrix (15b). For small enough 8, there is Eo> 0 
such thatM! isregularinS = {A. :;iiE:IEI;;;'EoJ. Consequent
ly ,A.~et N! and the matrix functionA. ...... (Mn ) - 1 are analyt
ic in S. If A. = iE, 1 EI < Eo, one can diagonalize M! and calcu
late the needed expressions. Continuing the results 
analytically23 to the point A. = 1, we obtain 

(S~~ )(x) = (det[d(Mn)])-lId dv(y) 
JRd 

X exp { ~X.d(Mn)-I[d(Mn_ d 

-d(Mn)]x - i8Y•d (Mn_ 1 )-1 
2 

Xd(Kn_llY+iy.d(Mn)-lx }, (16) 

where d (Mn), d (Kn _ I ) are the "block determinants" of Mn 
and its lower-right (n - 1)d X (n - l)d submatrix, respec
tively. They satisfy the relations 

d(Kn_ l ) = (2/ - 82a 2)d(Kn -2) - d(Kn_ 3)' 

d(Mn) = (I - 82a 2 )d(Kn_ d - d(Kn_ 2), 

which can be seen easily to have the following solutions 

d (Kn _ I) =I ( - 1Y(;. + }1' )(8a )2j
, 

1=0 '.)+ 

d (Mn) = I ( - 1 y(n ~ i\8a )2j. 
j=O 2) ) 

Let us tum now to the limits. Assume first 8d(K n _ I (8)) with 
8 = t In. This sum converges (because it is finite), further, 

~(Kn_1 (~)) = a -I I (~lY cnj (at)2j+ 1, 
n n j=0(2) + I)! 

where cnj = IT{ = t! 1 - k 2n -2) so O<:;;Cnj <:;; 1 for all n,j, and 
therefore the convergence is uniform with respect to n. Thus, 
we have 

lim~(Kn_1 (~)) = a -I sin at; 
n-oo n n 

similarly one obtains limn~oo d(Mn(t In)) = cos at and 
limn~oo (nit) [ d(Mn _ 1 (t In)) - d(Mn (t In))] = a sin at. 
These relations together with (16), (lIb), and (12) imply 

lim (S~~ )(x) = (V,~ )(x) 
n-oo 

for q:>EY(Rd)nL 2(Rd). On the other hand, 

limn~oo S~~ = exp( - iHt)~ for these~ due to (14) so there 
exists a subsequence {S ~k ~ J which converges to 
exp( - iHt)~ pointwise a.e. in Rd. Consequently, we have 

V,~=exp(-iHt)~ (17) 
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for all ~E.7(Rd)nL 2(Rd). This set is, however, dense in 
L 2(Rd) (containing, e.g., Y(Rd

)) and the operators V" 
exp( - iHt) are bounded due to Proposition 5 and Theorem 
1, respectively. Thus, (17) holds for each ~EL 2(Rd) too, and 
the proof of Theorem 2 is finished. 

7. THE NONDAMPED LIMIT AND MASLOV 
CORRECTION 

For the sake of simplicity we shall limit ourselves 
further to the one-dimensional case. It is known that the 
Feynman's propagator formula for the nondamped harmon
ic oscillator must be corrected by jumps in phase at every 
half-period: 

K,(x,y) =K;(x,y)M(t), (IS) 

where 

K;(x,y) = (21Tij-1/2(_._OJ __ )1/2 
1 sm OJt 1 

xexp{ ~UJ [(X2+y2)COSUJt-2xYl}, 
2 sm OJt 

(lSa) 

{ 
1Ti OJt} M (t ) = exp -"2 Ent -; (lSb) 

if t :;i!kT (we assume m = fz = 1) and 
1Ti k K,(x,y) = exp{ - -k J8(x - ( - 1) y) 
2 

(19) 

if t = !kr (see Ref. 19 for further references). 
We shall show that the M as/ov correction (lSb) emerges 

naturally in the nondamped limit of the above results: 
Proposition 7: Let d = 1 and a = UJ - iv with UJ, v posi

tive. Then, if OJt :;ik1T, k = 0,1,2, ... , and ~EL 2(R) has a com
pact support, we have 

lim (V,~ )(x) = f K,(x,y~ (y) dy. 
,,-0+ JR (20) 

On the other hand, it holds 

lim (V,t,b)(x) = exp{ - 1Tik }t,b(( - Wx) (21) 
,,-0+ 2 

for t = k1TIOJ and t,bEY(R). 
Proof Let OJt :;ik1T and consider (S) with d = 1 and 

a = UJ - iv. We denote 

hx(y) = exp{ (in 12 sin at )(y2 cos at - 2xy) I; 
then 

{ 
OJvt [2 sin OJt Ihx(y)I=exp . 2 (y cosOJt-2xycoshvt)--

21 sm at 1 OJt 

sin vt}] - (y2 cosh vt - 2xy cos OJ! )---:;;r-
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so that 

Ihx (Y)I .;;;exp! wlyl( Iyl + 21xl) sinh vt sin -2 wt J, 
and therefore the dominated convergence theorem can be 
applied if rp has a compact support. It implies 

lim (V,rp )(x) = lim exp{~gv(t)} f K ;(x,y)rp (y) dy, 
v-+O + v-+O + 2 JR 

(22) 

where 

gv(t) = arg(il /sin ilt ),i.e., 

gv(t) = arctan(tanh vt cot wt) - arctan(v/w) - krr 
(23a) 

for k1T < wt < (k + 1 )1T. The term - k1T is chosen so that the 
rhs is continuous in the points t = k1T/W and tends to zero 
with t-o + which certainly must be true for gv. It is easy to 
see that g" is decreasing; its shape for three values of v / w is 
sketched on Fig. 1. For fixed t, (23a) gives 

lim gv(t) = -k1T fork1T<wt«k+ 1)1T; (23b) 
v--.O + 

this relation together with (ISb) and (22) gives (20). 
Let now in tum wt = k1T. We take r/EY(R) and express 

(V, tP)(x) from Proposition 6. Since 

I { y2t tanh vt i( - l)kxy } I 1 exp - + .;;; , 
2(k1T - ivt) cosh vt 

the dominated convergence theorem can be again applied 
which gives 

lim (V,tP)(X) = (21T)-1/2exp{ _ 1Tik} 
v--.O+ 2 

xL exp!i( - 1 )kxy I (FtP)(Y) dy, 

FIG. 1. Thefunction g v' 
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where F = FI is the Fourier-Plancherel operator [so 
Fr/EY(R)]. Using further (F2tP)(x) = 1/J( - x) for k odd, we 
arrive at (21). • 

8. THE CLASSICAL LIMIT 

As mentioned above, we limit ourselves to the case 
when the initial wavepackets are Gaussian, especially such 
obtained by shifting the "ground state." We take rp = rp L,a,K: 

rp(x) = (1T/2)-1/4exp! _ (2L 2)-I(X _ a)2 

+ (i/Ii)Kx I (24a) 

with L complex, Re L 2;;;'0, /-2 = IL 1-4 Re L 2, and a, K 
real. Expectations and dispersions of position and momen
tum are the following 

(Q)'I' =a, (P)'I' =K, 

(.JQ)'I' = 2- 1
/
2
/, (.JP)'I' = 2- 1

/
21ilIL 1-2

. (25) 

The propagator referring to arbitrary m and Ii is obtained 
from (Sb) by substitutions t-+lit /m, il-+mil /Ii. Applying 
now Theorem 2 with this modification and Proposition 4, we 
obtain 

(Vtrp )(x) = (1T/2)-1/4(COS ilt + iA 2L -2 sin ilt )-1/2 

xexp{ - i(2A 2)-1 

sin ilt - iA 2L -2 cos ilt 

X cos ilt + iA 2L -2 sin ilt 
X [x2 - 2xzA 2(sin ilt 
-iA 2L -2cosilt)-1 

+ A 4z2(sin ilt - iA 2L -2 cos ilt )-1 

Xsin ilt} - !a2L -2], (26a) 

where A 2 = Ii/mil and z = KIi- 1 - iaL -2. Further, we 
choose L as follows 

L 2 = A 2 = Ii/mil, (24b) 

and denote as above il = w - iv; then (26a) can be simplified 
into the form 

(V,rp )(x) = (1TA. 2)-1/4exp{ - i~ilt 

_ 0 -2 [x _ (a + (i/Ii)KA 2)e - WI] 2 

+ 0 -2(a + (i/Ii)KA 2)2 

Xe - WI cos ilt - !a2A -2}, (26b) 

where A. 2 = Ii/mw. The probability density is given by 

1 (V,rp )(x) 12 = (1TA. 2)-1/2 

xexp{ - vt - A. -2(X - xo(t W + y(t )}, (27) 

where 

and 

with 

xo(t) = [a cos wt + (mw)-I(K - mav)sin wt ]e - VI, (2S) 

y(t) = ~rA. -2 - yl-2 - yl-2[(,82 - r)cos 2wt 

+ (v/w)(a2 - r)sin 2wt - a 2 _,82]e- 2vt 

,8= (mw)-I(K-mav), y-l=mlilIK- I. 

Thus we have obtained the Gaussian-shaped function with 
the following properties: 

(i) height of the peak decreases with time, for large t 
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approximately as e - "'; 
(ii) its width A does not change, it is negligible in the 

classical limit when a 2 + {32>A 2; 
(iii) the peak travels along x = xo(t ) which is the trajec

tory of the classical damped oscillator with the initial posi
tion xo(O) = a, however, the corresponding initial momen
tum is mxo(O) = K - 2mav instead of K. Denoting by Xc H the 
trajectory of COO with initial conditions (a,K), we have 
Xc (t ) - xo( t ) = 2avw - I e - vt sin wt so that the difference is 
negligible in the case of weak damping, v.(w. 

9. THE POINT SPECTRUM OF H 

Proposition 8: Let d = 1,11 = w - iv, the up (H ) consists 
of eigenvectors 

tPn(x) = N n-;,lHn(11 1/2x)exp( - !l1x2), n = 0,1,2, ... , 
(29a) 

where Hn are the Hermite polynomials and 

HtPn=AntPn, An=l1(n+!). 

In general, the eigenvectors (29a) are not orthonormal: 

Nn•n + 2s + I = 0, 

Nn•n + 2s 

(29b) 

=!!.. n.n 'w-
'
n+2sJII1 I nl1 s L L (- W+I. 

( )

1/2 '( + 2s)' [n/2](n/2J + s 

w (n + s)1 k~O I~O 

. (2(n + s - k -l))(k + j(n + S)wk+ I(ii) - kl1 -I (30) 
n-2k k k+! ' 

S = 0,1,2,00', and [.] denotes the entire part. 
Proof The relations (29) and (30) can be checked by 

straightforward computation. Let us show that H has no 
other eigenvalues. For an arbitrary complex A,31 the equa
tion tP" + (U - 11 2X

2)tP = 0 has the following fundamental 
solution: 

tP,dx) = [a<P (! - y,!;l1x2
) 

+{3x<P(~ - y,~;l1x2)]exp( - !l1x2), (31) 

where 2I1y = A and <P is the degenerate hypergeometric 
function. We have Re I1x2 = wx;>O; thus, the asymptotic be
havior of (31 ) [except for the cases, when one of the functions 
in (31) reduces to (29a) and the other is absent] is given by32 

tP,dx) = C(a,/3,).,11 )x 114 - Yexp(!l1x2)[ 1 + 0 (lxi-I)] 

forlarge lxi, where C(a,/3,).,I1) is nonzero unless a = {3 = O. 
Consequently, (29a) are the only solutions to the above equa
tion contained in L 2(R). • 

In conclusion, let us make some remarks. It is easy to 
seethatP = [tPn J;' ~o is complete inL 2(R) so that forA 1'An, 
n = 0,1,2,00', (H - A )Plin = Plin is dense and H has no residu
al spectrum. The problem of absence of continuous spectrum 
will be considered separately. Proposition 8 determines, of 
course, also up (H) for the multidimensional oscillator in the 
case when 11 2 = 2(A - iW) can be diagonalized. Moreover, 
some results remain true even if A, Ware not simultaneously 
diagonalizable. For instance, one can check easily that the 
"ground state" vector 
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tPo(x) = 1T-d/4(det(Re 11 W/4exp( - !x.l1x) 

corresponds to the eigenvalue! Tr 11 for any A, W which sa
tisfy the assumptions of Theorems 1 and 2; notice that it is 
not a minimum-uncertainty state [cf. (25)]. 
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We describe the analytic solution to the Schrodinger eigenvalue problem for the class of the 
central potentials V(r) = 'i.BEZalj'p, where a_ 2 > - 1/4. a maxo > 0. Z is an arbitrary finite set of 
the integer or rational exponents, - 2<;8 1 < 82 < ... < {j /' and the couplings ao satisfy only one 
auxiliary (formal, "superconfinement") restriction of the type ao, , > 0. The formalism is based 
on an analysis of the asymptotic behavior of the explicit regular solution if;(r) and issues in the 
formulation of the "secular" equation 1/ L I (E) = ° which determines the binding energies. The 
main result is the rigorous construction of L I (E) as a generalized ("extended") and convergent 
continued fraction. The method cannot be applied to the a8 , , < ° cases-this disproves the 
closely related Hill-determinant approach as cOl).jectured recently by Singh et af. for the simplest 
potentials with Z = [ - 2.2,4.6l and Z = [ - 2, - 1,1.2l. 

PACS numbers: 03.65.Ge 

I. INTRODUCTION 

In the quantum field theory, the radial Schrodinger 
equation 

_ £ if;(r) + / (/ + 1) if;(r) + V (r)if;(r) = Eif;(r) 
d~ ~ 

/ (I + 1) = g _ I > -! 
with the potential 

2q+ 1 

V(r)= L gjr
j
• g2g+1 =a2 >0, 

j=1 

(1.1) 

(1.2) 

appears in models with the simplest class of interactions. 1 It 
possesses the elementary solutions in some particular cases.2 

The more standard applications of Eq. (1.1) with the radial 
coordinate rE(O. 00 ) and centrifugal interpretation of 
g_1 = 1 (I + 1),1= 0.1, ...• range from the perturbed harmon
ic oscillations of various systems3 up to the structure of quar
konium.4 

The knowledge of the particular solutions to Eq. (1.1 f is 
insufficient in most cases. and the nonnumerical construc
tion of the complete solution represents a challenge to the 
mathematical physicists: The simple-minded perturbation 
expansions fail to give the convergent results.5 

To overcome the methodical difficulties connected with 
the anharmonic equation (1.1), a number of alternative ap
proaches have been developed recently-let us mention here 
just the moment recursions,6 p - x symmetrization,7 matrix 
continued fractions8 and the continued·fraction method 
suggested for q = 1 by Singh et al.9

, generalized to any q) 1 
in Ref. 10, and to an arbitrary fractionally anharmonic oscil
lator (F AO): 

/ 

V(r) = L Qo'p = L rJ- 2 + m,/n, 

BEZ i= 1 

O<;ml/n. < ... <mj/n j 

in Ref. 11. 

(1.3) 

Our present paper has been inspired by the misleading 
Hill-determinant interpretation ofthe results in Refs. 9, 10, 
which was criticized by a few authors. 12 In brief, our inten-

is to clarify the situation and to prove in a rigorous way the 
following: 

(A) For the potential (1.2), the secular equation of the 
Hill-determinant type may be written in the form 

(1.4) 

where LI(E) is an extended continued fraction 13 (ECF) to be 
defined below. 

(B) For the potential (1.2), the roots ofEq. (1.4) coincide 
with the Schrodinger eigenvalues provided that the cou
plings satisfy the "superconfinement" restriction g2q > ° or 

g2q-m" >0, g2q-m,,+i =0, i= 1.2 •...• mo• (1.5) 

for some nonnegative integer mo<;q - I. 
(C) The validity of the statements (A) and (B) may sim

ply be extended to the general F AO potential (1.3). 
The material is organized as follows. In Sec. II. we sum

marize or reformulate some of the results of Refs. 10 and 11 
and describe the analytic form of the general solution to the 
differential equation (1.1) with the FAO potential (1.3). In 
Sec. III, we present an analysis of the asymptotic structure of 
if;(r) and complement it in Sec. IV by a thorough investiga
tion of the other related formal questions. Finally. it is rela
tively straightforward to complete our discussion in Sec. V 
and to identify the convergent ECF quantity LI(E) with the 
physical "Green's" function in all the SF AO ("superconfin
ing" FAO) cases. In this way, Eq. (1.4) may be interpreted as 
an analytic sum of the (divergent, Brillouin-Wigner) pertur
bation expansion of the binding energy, or as a direct. 
though implicit, analog of the well-known harmonic-oscil
lator quantization requirement 

E = 1Uu(2n + I + ~). 

II. GENERAL SOLUTION TO THE DIFFERENTIAL 
EQUATION 

By the direct insertion. we may easily verify that the 
explicit analytic solution of the radial Schrodinger equation 
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(1.1) with the generalized harmonic potential Eq. (1.2) has 
the closed form 

¢'(r)=rvrexp[ -f(r)]<p(r), v± =~±U+g_I)I/2, 

(2.1) 

q+I/3.rj 
00 

f(r) = I _1_. , <p(r) = I hn+ Irn, 
j= I 2} n =0 

where the Taylor coefficients have the form 

h - h r(v + ~)det Q(n) (2.2) 
n+ I - I 

4nn!r(n + v +!) 
and the (q + 2)-diagonal, (n Xn)-dimensional matrix Q (n) is 
defined by the prescription (E = - go) 

Q(n)jj+1 =Bj = -4j(j+v-!), j=I,2, ... ,n-l, 

Q(n)j+kJ = CY1k = 4/3k+.(j - 1 + v12) + Gk, 

j = 1, 2, ... , n - k, (2.3) 
k 

Gk =gk - I /3j/3k+l-j +/3k+I(2k+ 1), k=O,I, ... ,q. 
i=1 

The functionf(r) is closely related to the potential, V(r) 
= [J,f(rJY+ o (rq), r:>l,i.e., 

/3 
1/2 

q+ I =a =g2q+ I' 

/3k=-2
1 

(gq+k- ± /3j/3k+Q+I-j), (2.4) 
a j=k+1 

k = q, q - 1, ... , 1. 

When we introduce the new (barred) variables II 

y = r P, ¢(r) = rip - IJ/2¢'(r), 1 <; p<;2q + 2, (2.5) 

the radial Schr6dinger equation (1.1) transforms into itself, 
with the barred centrifugal and energy parameters 

g _I = (1 + g _.)1 p2 - 1, E = _ gp _ II p2 

and with the new, broader class of potentials 

V(r) =g_ly- 2 + Vi-J(r) + Vi + I(r), 

M± 
Vi±J(X)=p-2 L gp_l±mx ±2mlp 

m=l 

M + = 2q + 2 - p, M _ = p - 1 

(2.6) 

(2.7) 

equivalent to the F AO forces (1.3) and containing Eq. (1.2) as 
a p = 1 special case, of course. 

Theorem 1: For any FAO potential written in the form 
of Eq. (2.7), the regular solution ¢(r) to the radial Schr6-
dinger equation is given by Eq. (2.5), where ¢'(r) is defined by 
Eqs. (2.1)-(2.4) and v = v +. Similarly the irregular solution 
is obtained when v = v_. 

Proof By insertion, we find that ¢(r) is a solution. The 
regularity of the new equation in the origin is guaranteed 
since g _ I > - 1 if and only if g _ I > - 1, and an estimate 
¢'(r) - rV + , r~ 1, is equivalent to ¢(r) -? +, Y~ 1, since v ± 

= ! + (v ± - W p. QED 
Let us add the following three remarks. 
(i) For the given set ZFAO of exponents OJ = n,lm j , i is 

useful to determine the minimal value of q in practice. This 
reconstruction of Eq. (2.7) from VFAO may be done in two 
steps. First, we divide all 0 's in ZFAO by 2, find their minimal 
common denominator M (OJ = 2N,I M), and putp = M X T, 

1137 J. Math. Phys., Vol. 24, No.5, May 1983 

TABLE I. Sample of the "complexities" of the simplest FAO one-term 
potentials V(rl =gr'IM. 

:>Z 2 3 4 5 6 

-4 3 1 3 0 3 1 
-3 2 2 0 2 2 0 
-2 1 0 1 0 
-1 0 0 

1 2 0 4 2 6 1 
2 4 2 6 0 8 4 
3 6 1 2 4 to 0 
4 8 4 to 2 12 6 

where T should be a minimal positive integer. Second, we 
must guarantee that the energy term is not omitted from the 
Schr6dinger equation and that the leading exponent 2N[1 
M = max(o,O) has the particular form 2(2q + 2 - p)1 p, i.e., 
(N[ + M)T= 2q + 2. Thus, for even N[ + M = 2k we 
choose T = 1 and put q = k - 1 while for odd N[ + M 
= 2k + 1 we must take T = 2 and q = 2k. This procedure 
defines the minimal parameter q uniquely-a few examples 
are shown in Table I. 

(ii) The choice of p = 2q + 2 in Eq. (2.5) is a little bit 
exceptional since V ( 00 ) = Vi _ I ( 00 ) = 0 and our "spectral" 
restrictiong2Q + I > 0 eliminates in effect the continuous part 
of the spectrum (cf., e.g., the well-known q = 0 harmonic 
osciIlator~Coulomb-potential transformation). At the 
same time, when g2Q _ m = 0, m = 0, I, 2, ... ,mo - 1, and 
g2Q _ mo =f. 0, the "subdominant anharmonicity" mo is to be 
added to the classification of V = VFAO and ¢' by the "com
plexity" q and the "fractionality" p. 

(iii) The choice of p = 1 with g _I = 0 seems to be also 
exceptional-it admits the (r.- - r symmetric) one-dimen
sional interpretation of Eq. (1.1) and ¢'(r), with rE( - 00,(0) 

and negative and positive parity for v = v + and v = v _, re
spectively. For q = 0, the series <p(r) in Eq. (2.1) coincides 
with the well-known confluent hypergeometric function, 
while for q = 1, it reproduces precisely the sextic-oscillator 
functions of Ref. 9. 

III. ASYMPTOTIC BEHAVIOR OF THE REGULAR 
SOLUTIONS 

In analogy with the Singh's papers,9 we may achieve in 
principle even the termination ofthe infinite series <p(r) in Eq. 
(2.1) for some potentials.2 For this purpose, it is sufficient to 
require the validity of the q + 1 independent algebraic con
ditions (determinantal constraints) 

hN + j =0, i= 1,2, ... ,q+ 1. (3.1) 

They fix the energy plus q couplings-the thorough discus
sion of this peculiarity may be found in Refs. 2 and shows 
that we get at most two polynomial bound states when q > 3. 
The simplest harmonic-oscillator and Coulombic q = 0 
forces appear to be the only exceptions giving the complete 
set of the terminating solutions (Laguerre polynomials) ac
companied by the explicit formula (i.e., hN+ 1 = 0) for the 
energy. 

Reverting the preceding argument, we may conclude 
that the normalizable q;;.l bound-state solutions should be 
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represented by an infinite series in general. In accord with 
the standard textbooks,14 this series is convergent and its 
absolute value grows in the asymptotic region, provided that 
the energy E does not coincide with the physical eigenvalues 
En' At E = En the value of I/'(ro) changes sign in the limit 
ro-oo-this may be used in the numerical determination of 
the discrete spectrum. 

In the present paper, the structure of I/'(r) and its asymp
totic behavior in the vicinity of En will be clarified by the 
decomposition of the regular solution Eq. (2.1) into the q + 1 
partial infinite summations 

q 

I/'(r) = I Xj(r), 
j=O 

00 

X .(r) = r"'e ~flrl" h ,:zn,lkl 
J L.. n, Ik I + I , 

k=O 

nj(k) = k·(q + 1) + j. 

(3.2) 

Let us emphasize that the value offractionality p is irrelevant 
in this context, of course-it concerns just the interpretation 
of one of the constants ( - gp ~ I I p2) as energy. 

Proposition 1: The necessary and sufficient condition 
for the FAD regular wavefunction I/'(r) = Xo(r) + '" + xq(r) 
to be normalizable is either its termination or an asymptotic 
cancellation of its q + 1 growing exponential components 
Xj(r)-exp[f(r)], r> 1. 

Proof We introduce an auxiliary sequenceL ~NI defined 
by the recurrences 

L N+ 1 =LN+ 2 = .. ·=0, k=N,N-l, ... ,I, Bo=l, 

abbreviate the combinations 

Ut;;:~k =Ct;;:~k +LI!:~k+IUt;;::k\I' l<m<q-l, 
(3.4) 

U~~k =C~q~k' Ut;;:~k =0, m>q, k= 1,2, ... ,N-m, 

and define formally the product decomposition of the matrix 
Eq. (2,3) 

Q(N)= -X(N)Y(N)Z(N) 

with the nonzero elements 

X(N)kk = 1, Z (N)kk = Bk ~ I' 

Y(N)kk = 1/L ~NI, l<k<N, 

(3.5) 

X(N)u+I = -Lt;'J I' Z(N)k+mk = -L~'V~mUt;;:~k' 
(3.6) 

l<m<min(q, N - k), 1 <k<N - 1. 

For the Taylor coefficients (2.2) we then get 

hN+I =hIIL\NIL'iI ... L~I. (3.7) 

As a rule, the singularities of the type L t;'1 = 00 are to be 
understood as limits of the regular cast::s. 

In the n> 1 asymptotic region we have C 1,/1 = 4n /3j + I' 
j = O,I" ... ,q, Bn = - 4n 2 and 

L ~NI = 1(/31 + Jt /H I m~1 L ~'Vj m) (3.8) 
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within the 1 + 0 (1/ n) error bounds. As a consequence we 
obtain the first few elements of the sequence L ~NI in the form 

L INI NI/3 lkl 
N~lq+ Ilk = I , 

LINI _/3l k l//3lkl 
N ~ Iq + I)k ~ j - j j + 1 , 

j = 1,2, ... , q, (3.9) 

where /31.01 = /3. and 
J j 

Ik + I _ 1 q + 1 ~ j Ik I 
/3j -/3j+- I /3q+l~m/3j+m 

a m=1 

(3.10) 

'-12 /3lk+ ll- k-Ol J - " ... ,q, q + I - a, -, , ..... 

The products L ~~ Iq + Ilk xL ~~ Iq + Ilk ~ I 
X· .. xL ~~ Iq + Ilk ~ q = [N + 0 (l)]la may therefore be in
serted into the definition (3.7) and the coefficients hN + I and 
their N dependence may be given the form 

hN+ I = [{a.1 )N.d Ir(N.1 + 1)]bN+ I' .1 = 1/(q + 1). 
(3.11 ) 

In the asymptotic region N> 1, the new coefficients 
b n + I - b N ~ q exhibit at most the (q + 1 I-periodic oscilla
tions so that the q + 1 infinite partial summations in Eq. (3.2) 
exhibit the same exponential behavior exp[2f(r)] for 
r> 1. QED 

Let us note that for q = 0 the cancellation is impossible 
(I/' X.o) while, for q> I, the termination of some particular 
states (with bN = 0, N> I, and b ~ll = 0; cf. Ref. 2) belongs 
in fact to the same exceptional phenomena as a nonexistence 
of our fundamental decomposition (3.5) and will not be dis
cussed here in any detail. Hence the only way how to nor
malize the harmonic oscillator is the textbook termination of 
the infinite series 'P(r) while, for the anharmonic oscillators, 
the universal mechanism of satisfying the physical boundary 
conditions is represented by the asymptotic cancellation of 
X 'so For q = I, this cancellation was shown in Refs. 9 and 12 
to follow from the convergence of the analytic continued 
fractions Ln = L ~ool = limN~oo L ~NI. Similar limits (ECF 
quantities 13) may be defined for q > I as well-their relevant 
properties will be described in the next section. 

IV. EXTENDED CONTINUED FRACTIONS AND THEIR 
CONVERGENCE 

Forlargen = 0 (N» 1, the finite approximantsL ~Nlde_ 
pend only on the difference N - n and oscillate-this is a 
consequence ofEqs. (3.8)-(3.10). Provided that the ECF lim
it L ~oc I exists, these (q + I I-periodic oscillations must be sup
pressed, i.e., Ln -3=Ln + I = ... -3=Ln + q -3=Pn for 0 (1 )<n 
<0 (N). ThePn's [stationary points oftheq-to-one mapping 
Eq. (3.3)] have to satisfy the algebraic equation 

Pn = n/( /31 + /32Pn + ... + /3q+ I P~) (4.1) 

and may be given explicitly by the asymptotic expansion of 
the type 

Pn =P~I=c(:r - /3:.1 +o(~ Li). 
(4.2) 

1 .1 = --- , c = cm = exp(21TimLi), m = O,I, ... ,q. 
(q + 1) 
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As a consequence, we arrive at an asymptotic estimate 

L~NI=P~{I+O(~))j N>n, (4.3) 

which enables us to accelerate the convergence: We put 

Ln = p~1 + Rn (4.4) 

and redefine the initialization, R iffll = 0 in the limit 
N-oo. 

Proposition 2: Provided that O<mo<q - 1 and 

f3q-m=O, m=O,I, ... ,mo-I, f3q_m"E'i- m,,>O, 
(4.5) 

the finite ECF approximants R ';1 = Ln - p~1 defined by 
the recurrences (3.3) and initialization R iffll = 0 are con
vergent and determine the ECF function R ~ool. 

Proof The new nonlinear ECF recurrences for R ~N I fol
low directly from an insertion of the definition (4.4) into the 
old recurrences (3.3). They have the asymptotic form 

P~Sn(R~NlI,.··,R~Nlq)[I +O(lIn)] 46) 
R ';1 = - ,( . 

n + PnSn(R ';ll , ... ,R ~Nlq) 

with the zero (i.e., 0 (lin I -.:I )) stationary point. 
Having in mind the error bounds, we may specify the 

vicinity of "zero" in the form 

R ';1 = O(nll-.:II12/nl-.:I»O(lInl-.:I). (4.7) 

In the asymptotic region, this permits the linearization ofthe 
ECF recurrences (4.6), 

Rn = -(tIRn+1 +.··+tqRn+q)+O(lInl-.:I) 

tk = 1- (f3kP~ + ... +f3IPn)/n + o (lin), (4.8) 

k = 1,2, ... , q. 

Let us consider any initialization 

Riffli =Pi =O(lINI I
-.:I1/2) 

and rewrite the linearized recurrences (4.8) in the matrix 
form 

0 RN 
PI 

tl 0 R N_ I P2 

tq_ I 0 ... R N_ q+ I Pq (4.9) 

tq tq_ 1 R N_
q 0 

0 tq R N_ q_ 1 0 

wherepj, i = I,2, ... ,q, are some simple linear 0 (lINI I -.:1112) 

combinations of Pi'S. Using the decomposition of the type 
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( 
0 

) C 
0 

.. .) 0 -a l 0 

t2 tl 0 .. , - 0 -a l 0 

C 
0 

.. ) -a 0 
X"'X 0 q 

-aq 1 0 
(4.10) 

where aI' ... , aq are complex numbers in general, we may 
invert easily the left-hand-side matrix in Eq. (4.9) and get 

(R:N}("; 
0 

1 0 

0 
)x ... 

R N _ 2 aq aq 
... 

e 
0 

)xf}4111 0 
X 2 a l 0 a l '" P3 

In the next step, we may prove by induction that the 
right-hand-side product M m.n = Mm + k.n + k' k = 1,2, ... , of 
matrices in Eq. (4.11) is zero for n > m and its nonzero ele
ments may be written in the compact form 

aj+ k 

Mm + k m = ----------
(a l - a2 )(a l - a3)···(a l - aq ) 

aq + k 

+ q , 

(aq - al)(aq - a2)···(aq - aq _ I) 

m = 1,2, ... , k = 0,1.... . (4.12) 

Hence, the k dependence of R N _ k is given by the powers of 
a7· In the final step of the proof, it is sufficient to show that 
Ilai II < 1, i = I,2, ... ,q. 

By straightforward algebra, we get t I = - a I - a2 - ••• 

- aq , ••• , tq = ( - 1 )qa la2· .. aq in Eq. (4.10) so that a/s are 
equal to the roots of the algebraic equation xq + t Ixq - I 

+ '" + tq = 0 which may be written in the form 

1 - xq + I f3IPn 1 - xq 
- ----- - ... _ f3qP~ I-x 

I-x n I-x n I-x 

=O(~). x#l. (4.13) 

Now, assuming that n is sufficiently large and Eq. (4.5) is 
satisfied, we get 

(4.14) 

Since the right-hand-side ofEq. (4.14) may be made arbitrar
ily small by the choice of n> 1, we may write 
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a l = cdl + 1/), ci = e21TiLlI, 

1 <:,l<,q, 111/11<1. (4.15) 

Inserting this expression into Eq. (4.14), we obtain 

"I = {3q ~ moP~ ~ mo(c'!'0 + I - 1)..:::1 In + 0 ("12
). (4.16) 

In accord with our assumption (4.5), the real part of 1/ is 
always negative so that Re( 1 + 1/) < 1 and lIalll < 1 for n < 00. 
This completes the proof since, in accord with Eq. (4.15), the 
denominators in Eq. (4.12) are all nonzero, and RN ~ k 

= 0 (maxlla711l = 0 (exp( - constklnLl
)) may be made arbi

trarily small within the NLl<k<N asymptotic region. QED 
(i) On the particular q = 1 example, the content of Pro

position 2 may be illustrated very simply-the ECF degener
ates to an ordinary continued fraction, 15 the choice between 
the two roots of the quadratic Eq. (4.1) is given by the rule 
c = sgn{3q and both the initializations L iffll = ° and 
R iffll = ° are equivalent so that thetransitionLn-R n [Eq. 
(4.4)] is merely an acceleration of convergence. 

(ii) For q > 1, the values of P~) may be complex, causing 
a divergence of L ~oo), which need not necessarily be accom
panied by the divergence of R ~ 00) a priori. The exact proofs of 
equivalence would be extremely complicated even for the 
real c's (c = ± 1 )-an example of a q = 2-analog of Pro po
sition 2 for L ~oo),s may be found in Ref. 10. Fortunately, the 
present weaker convergence of R ~oo) is fully sufficient in the 
context of the next section. 

V. ENERGIES OF THE BOUND STATES 

The determinantal equation (2.2) for hn + I is less suit
able in the asymptotic region-let us switch back to the 
original recurrences. They may be given the form of the infi
nite-dimensional matrix equation 

(5.1) 

Assuming that the product decomposition (3.5) ofQ(N) ex
ists also in the limit N- 00, we obtain the fully equivalent 
form ofEq. (5.1): 

Y(OO~(oo{~} (=.:). (5.2) 

where the right-hand-side vector is defined in terms of the 
convergent ECF's by the formulas X ( 00 )tU = 0, i.e., 

k 

tUk = hi II L Jool, k = 1,2, ... , (5.3) 
j~ I 

and it can, of course, be nonzero in the N = 00 case. Hence 
we do not need to require a priori the zero Hill determinant 
det[Q ( (0)] = 0, contrary to the intuitive expectations of Ref. 
9, where Eq. (5.1) was misinterpreted as an eigenvalue prob
lem. 

The validity of the g2 > ° part of the Singh's results is 
almost surprising-the physical energies coincide indeed 
with the zeros of the Hill determinant. 12 Let us show that 
this is a peCUliarity of all the SF AO potentials [ = FAO's 
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restricted by the "superconfinement" or "subdominant posi
tivity" requirement (1.5)]. 

Theorem 2: When we put E = 1 in the ECF definition 
(4.3), the roots En of the "secular" equation 

1IR \oo)(E) = ° (5.4) 

determine the physical SF AO bound-state energies. 
Proof First, we have to prove the convergence of the 

ECF quantities R ~oo). This is an easy task because Eq. (1.5) 
implies Eq. (4.5), and we may apply Proposition 2. Next, we 
may factor out all the dominant n-dependence in the recur
rences Eq. (5.1). In detail, estimates ofEq. (4.3) and 

L Ulq~k) = 4nap k+ 1+ 4n{3 p k(l_ k..:::1) + ... n n n q n , 

k = 0, 1, ... , q - 1 (5.5) 

make it possible for us to rewrite Eq. (5.2), i.e., the Taylor 
recurrences 

hkBk~IIL~oo) 

minlq,k ~ I) 

= tUk + L U~)hk._ it k = 1,2,00', (5.6) 
i= 1 

in the k> 1 asymptotic form. Indeed, using Eq. (3.11) and the 
Stirling formula in the form 

[(k 1..:::1 )!]Ll = k L::1 ~ k ~Ll/2(21Tk )ILl ~ 1112[ 1 + o (11k I], 
(5.7) 

we obtain the relation 

f e'b .=const[1 0(_1)] 
.4... N+J L (001 + Ll' 
J~O I N 

(5.8) 

reflecting the contribution of tUN'S, the size of which is com
parable with the bN's. 

Finally, the q + 1 b 's may be considered almost con
stant in the N> 1 asymptotic region, b N + j - bj • Hence, in 
accord with Eq. (5.8) and for the particular value c = 1, the 
sign of the superposition of Xj 's for r> 1 is determined by the 
sign of LI(E). This sign changes exactly at the root En ofEq. 
(5.4) since the poles of L I (E) and R I (E) coincide. With respect 
to the standard oscillation theorems, 14 a new node appears in 
ifJ whenever E crosses En-the value En coincides precisely 
with the SFAO bound-state energy. QED 

(i) The proof given above is the main result of our paper. 
The Theorem 2 may be interpreted as a rigorous foundation 
of the Hill-determinant interpretation9 of the eigenvalue 
problem with the following strong warning: The physical 
energies En in Ref. 9 coincide with the Hill-determinant ze
ros by mere chance-for the non-SFAO potentials with 
g2q ~ m" < 0, the Singh-type interpretation of det[E - Q (00)] 
is completely misleading and gives the unphysical energies. 12 

(ii) Indeed, for E::j= 1, there is no relation between the 
root ofEqs. (5.4) and (1.4) and the asymptotic behavior of ifJ. 
The superposition of bj 's or Xj's is in no way related to Eq. 
(5.8): For E = - 1 and q = 1, the asymptotic cancellation of 
X 0 and X I is even minimal12 at E = En -the asymptotically 
decreasing exponential component of ifJ(r) seems to be sup
pressed. Thus. the choice of c = + 1 in Theorem 2 is unique. 
and we cannot remove the "superconfinement" restriction 
within the present ECF framework. 

(iii) The main merit of our "secular" Eqs. (5.4) or (1.4) is 
their analytic and compact structure. Nevertheless, in con-
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trast to the original expectations,9 the purely numerical ex
ploitation of Eq. (5.4) is also possible in principle. 

From this numerical point of view, the transition L ~N) 
_R;;V) is extremely useful. When we consider the illustra
tive example Pi = 1 with L ~ll = 0 and 

L(N) _ q!k! N 
N-(q+l)k - (q+k)! ' 

L(N) -1 k 
N - (q + Ilk - j - + 1 . ' 

q+ -) 
(5.9) 

j = 1,2, ... , q, k = 0, 1, ... 

[cf. Eq. (3.9)], we see that the use of R ~N)'S eliminates the 
large (q + I)-periodic oscillations L ~NI - L ~Nl1 = 0 (n) 
which survive in the asymptotic region for at least as many as 
o (N.1) iterations of the old recurrences, Eq. (3.3). 

(iv) Of course, the smaller oscillations are present in 
R ~NI'S as well. Fortunately, they decrease for the higher cut
offs N. Moreover, they may systematically be suppressed 
either by the next (k th) substraction of the form 

Rn [k + 1] = Rn [k ] - Pn [k + 1], 

(5.10) 

Rn[1] =R~N), ... , 

or by an averaging over the q + 1 neighboring cutoffs 
N = No + i, i = 1,2, ... , q + 1. The efficiency of the latter 
type of "smoothing" was found empirically in a somewhat 
related context in Ref. 6. When combined with the subtrac
tions (5.10), it was tested in Ref. lOforq = 2 and proved to be 
comparable even with the specialized methods. 

VI. CONCLUDING REMARKS 

We have proved that Eq. (5.4) defines the energies of the 
anharmonic oscillators which belong to the SFAO class, i.e., 
which are restricted by Eq. (1.5). We have also proved that 
the ECF representation of the underlying "Green's" func
tion R ~ 00 I(E) is convergent. In the conclusion we would like 
to add the following remarks: 

(i) Rather surprisingly, the acceleration of convergence 
(quasiequivalence Ln-Rn-Rn [2]_···) makes the analytic 
ECF formalism well suited even for the numerical computa
tions. 

(ii) The immanent "superconfinement" restriction re
sembles the similar property of the JWKB method 16 and 
cannot be removed without the deep modifications of the 
ECF method. The possibility to revert the ECF recurrences 
is under current investigation at present. 
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(iii) The partial (SF A 0) coincidence of the present secu-
1ar equation with its HilI-determinant precursors 9,10 may be 
characterized as a lucky chance and attributed to the very 
special type of the Schr6dinger boundary conditions im
posed on tf{r) at r-oo. 

(iv) Contrary to the a priori expectations based on the 
analogy with the q = 0 harmonic oscillator, the essential 
technicality leading to the successful completion of the stan
dard power-series method is not only the factorization of the 
wavefunction tf = exp( - polynomial) X power series, but 
also the ECF shortening of the Taylor recurrences to their 
final (q + I)-term form. The SFAO restriction (or the ECF 
convergence from the more formal point of view) is in fact 
just the condition of stability of the underlying decomposi
tion Q( 00) = X( 00 )Y( oo)Z (00). 

(v) The exceptional (terminating) solutions2 which cor
respond to the singular cases in our formulas (Lk-oo etc,) 
are to be interpreted as limits of the neighboring fully regular 
cases. This is compatible with the spirit of the classical the
ory of the analytic continued fractions. 15 

(vi) The classification of the FAO and SFAO forces by 
means of the "complexity" q, "fractionality" p, and "subdo
minant anharmonicity" rno is an interesting byproduct of 
our considerations. It leads to an unusual partial ordering 
q = 0, q = 1, ... of some standard anharmonic models. 
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We show rigorously that the H - ion possesses exactly one (three times degenerate) bound state in 
the unnatural parity sector. 

PACS numbers: 03.65.Ge, 03.65.Db 

1. INTRODUCTION 

Although the existence of the discrete ground state 
(ls)2 's of the nonrelativistic H- ion at an energy of 
- 0.52775 a.u. (atomic units) was proved fifty years ago 

(Bethe', Hylleraas2
) and also relativistic corrections (except 

the Lamb shift) have been calculated with high accuracy (Pe
keris3

), the rigorous proof that the discrete bound state is the 
only one has been performed only a few years ago (Hill4), 
including also corrections due to the finite proton mass. 

The point spectrum of the H- ion is of considerable 
interest both from the physical and from the mathematical 
viewpoint. The bound state of this ion accounts for the long
wavelength continuous absorption in the solar atmosphere. 
The H - ion is the only negative ion for which rigorous lower 
bounds on energy eigenvalues and upper bounds on the 
number of eigenvalues can be derived with present techni
ques, except for results concerning the finiteness of the dis
crete spectrum (Antonets, Zhislin, and Shereshevskii5

), the 
absence of the discrete spectrum in the special case of no 
symmetry and large ionization (Ruskai6

) and some results 
for a certain class of potentials (Grosse7 and Klaus and Si
mon8

). 

In the fixed (infinite mass) proton approximation, the 
Hamilton operator of the H - ion reads 

pi 
H=Ho+ v, Ho=-

2 

V= 
r'2 

(Ll) 

defined on the usual dense domain of self-adjointness in 
JY' = L 2(R6

). The point spectrum of the unperturbed Hamil
ton operator Ho consists of the eigenvalues 
- (llni + lIn~)/2 with integers n, and n2 (n i :> 1), which are 

4ni n~ or 2ni (ni - 1) times degenerate for n, ::;6 n2 or n, = n2 , 

respectively. Since the total wave function must be antisym
metric with respect to the exchange of spin and spatial co
ordinates, we may restrict the Hamilton operator H to the 
symmetric sector JY's and the antisymmetric sector JY'a of 
JY', respectively. 

The spectrum of the unperturbed Hamilton operator 
Ho is highly degenerate because of its large commutant. 
Each combination of electron angular momenta L, and L2 to 

alWork supported in part by the "Fonds zur Forderung der wissenschaftli
chen Forschung in Osterreich". Project. Nr. 3569. 

L = L, + L2 with II, - 121 <J<./, + 12 determines the parity 
P = P,P2 , Pi = ( - 1)\ i = 1,2, which need not be equal to 
( - W States of the H- ion with parity P = ( - If or 
( - 1)' + , will be called states of natural or unnatural parity. 
Each of the two sectors JY's and JY'a is then decomposed into 
the two subspaces of natural and unnatural parity, so that 
the Hamiltonian H is reduced by each of these four sub
spaces of JY', because P commutes with H. 

Whereas natural parity states with energy above -! 
can decay into one free electron and the hydrogen ground 
state (Auger effect), this decay is impossible for states of un
natural parity below - t because of the natural parity of the 
final state. Other decays, e.g., radiative transitions of un
natural parity states may occur, although implying larger 
life times than Auger transitions. 

Let us denote the unnatural parity subspaces of the 
symmetric and antisymmetric sector by ~ and JY':;, re
spectiVely. The ground state of Ho restricted to JY':; with 
binding energy -! is three times degenerate, because the 
lowest angular momentum eigenvalues yielding unnatural 
parity are I, = 12 = 1= 1, i.e., both electrons are in (2p) 
states; the lowest states within ~ have energy - H. The 
lowest threshold of H restricted to the unnatural parity sec
tor lies at the value - § and corresponds to one free electron 
and a (2p) hydrogen atom. 

In the following we shall transpose some method of esti
mating the number of discrete energy eigenvalues from the 
natural parity subspace to unnatural parity. Variational 
computations (Drake9

) have shown the existence of at least 
one discrete energy eigenstate with unnatural parity, lying 
below - 0.125350 a.u. with an estimated root-mean square 
radius of 20.3 a.u. 

At first it becomes obvious that Hill's method can be 
applied only if the ground state onto which one would like to 
project in order to bind from below the Hamilton operator is 
nondegenerate, which is not true in the unnatural parity sub
spaces ~ and JY':; . But next we observe that to each choice 
of total angular momentum, i.e., I and m fixed, there exists 
exactly one possible choice for 12 if I, = 1, namely 12 = I, in 
order to obtain an unnatural parity state, and analogously 
for I, exchanged with 12; or, in other words, coupling 
Y"m, (11 d with Y'.m _ m, (112) with I:> 1 yields states with total 
angular momentum I - 1, I, and I + 1, but only the states 
with total angular momentum I have unnatural parity; there
fore, if one of the two electrons has angular momentum Ii 
= 1, there exists exactly one linear combination of products 
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of spherical harmonics, which we shall denote by 
~\:1", (il "il2), with unnatural parity and total angular mo
mentum eigenvalues I, m, 

~1:~(il"il2) = L cI,;:"Y"m, (iltlY/,m-m, (il2),(1.2) 
m,~O,± , 

with appropriate Clebsch-Gordan coefficients. 
The lowest possible choice of total angular momentum 

in the unnatural parity subspace, i.e., I = 1, which leads to an 
antisymmetric combination of spherical harmonics with re
spect to the exchange il ,~il2' namely 

~\',), (il "il2) 

1 
= - [Y" (il,)Y, o (il2) - Y, o(il,)Y, dil2)] {i' , , , 

~\',b(il"il2) 

1 
= {i [Y"diltl Y" -, (il2) - Yt, - diltl Y", (il2)] (1.3) 

~\~)_ dil"il2) 

1 
= {i [Y"o(iltl Y" -, (il2) - Yt, - dil ,)Y"o(il2)], 

is much more difficult to handle both in the symmetric and 
antisymmetric sector of J¥". Therefore we shall start with the 
simpler cases with total angular momentum 1>2. 

2. TOTAL ANGULAR MOMENTUM 1>2 

We start with the decomposition 

J¥" = L 2(IR6
) = L 2(IR+;~drtl ®L 2(IR+;~dr2) 

®L 2(dil,) ®L 2(dilz) (2.1) 

and restrict our investigations to one choice of total angular 
momentum, i.e" we keep 1>2 and m fixed. Using the projec
tors 

pli) = 1~1'1 >(~(i) I i= 12 I,m I,m I,m' , , 

on L 2(dfJ tl ® L 2(dil2)' (2.2) 

the main idea consists in trying to minorize the potential V 
by using the well-known projection method (Hill,4 and Thir
ring 10) and projecting onto the subspace J?,.1:1", .J¥" where 

R \,'~ = (p <p ® 1) ® P \,'~ 

and 

R \~~ = (1 ® P <p) ® p \~~ , 

with 

r <P(r) = __ e- r12 , 

J24 
(2.3) 

The operators R \~~ project i = 1,2 onto a p state, leaving the 
radial part of the wave function of the other particle free in 
such a way as to obtain an unnatural parity two-particle state 
with total angular momentum I,m. 

With the aid of the new projectors 
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Q ('] - V-'/2R (/1 (R (/1 V-'R (/1 )-'R (/1 V-'/2 
I,m - I,m I.m l.m I.m , 

i = 1,2, (2.4) 

(note V is positive so V ,/2 exists) one can use the obvious 
operator inequalities 

v> V '/2Q(/1 V'/2 " - 1 1 
I,m , -" (2.5) 

to obtain lower bounds (Bazley, " Thirring, 10 and Bazley and 
Fox12

), 

V>R 1:1",(R 1:1", V-'R 1:1",)-'R 1:1"" i = 1,2, (2.6) 

which imply minorization of the ordered discrete energy ei
genvalues via the min-max principle. Then one obtains the 
operator estimates 

V> (P <p ® 1 )V/,m (rz) ® P I:~ 

and 

V>(1 ®P <p) V/,m (r,) ®PI~~ 

with the effective potentials 

V/~'(r2) = f" dr,~<p2(rtl 

(2.7) 

XJdil,dil21~1:~(il"il2Wlx, - x21· (2.8) 

Using the expansion of lx, - x21 into products of spherical 
harmonics and definition (1.2) one easily evaluates the poten
tials V/,m(r), but for total angular momentum 1>3 one can 
exclude bound states with the aid of rather crude estimates. 

A. Case 1>3 

Since in this case the centrifugal force causes an addi
tional repulsive potential, we may try to replace first the 
potential Vby the lower bound 

1 ---> -- = VL • (2.9) 
lx, - x21 r, + r2 

Then the same procedure as above can be applied to the 
potential VL , now yielding 

V>(P<p ® I)U(r2)®PI,'~ + (1 ®P<p)U(rtl®PI~~, (2.10) 

with the potential U given by 

U-'(r2) = Loodr,~<p2(rtl(r, + rz) = r2 + 5, (2.11) 

where we have used the fact that PI,'~ .PI~~ = 0 for 1'>2 and 
especially the angular independence of the lower bound (2.9). 

Insertion of the lower bound (2.10) into the Hamilton 
operator then leads to the estimate 

H 1Jr'>h (rtlR I~~ + R \,'~h (r2) 

- A(R I,'~ + R I~~) - MR \:~ + R \~~)l 
(2.12) 

p2 1 
h (ri) = ~ - - + U (rd, i = 1,2, 

2 ri 

where JY" denotes the unnatural parity sector of J¥". In or
der to exclude the existence of eigenstates of H with unnat
ural parity and total angular momentum I> 3 below the ener
gy - A, it therefore suffices to prove that the one-particle 
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Schrodinger operator acting in the Hilbert space L 2(R+,dr) 

_ -.l~ + 1(/+ 1) _ -.l + _1_>0 
2 dr 2r r r+ 5 

for 1>3 (2.13) 

should be positive, an estimate of a rather trivial kind. 

B.Case/= 2 

Here we do not use (2.9) but project the full interaction 
onto the subspaces spanned by 

'?Y ± (fl 1,f12) = ~ ('?Y~I,~ (fl l,fl2» '?Y~~~ (fl l,fl2), 

P± =I'?Y±)('?Y±I. (2.14) 

Here we suppress the index m since all is clearly independent 
of it. Using the fact that 

P ± V-Ip+, = 0 (2.15) 

we obtain a lower bound as follows: 

V>V+P + + V_P_ 

with 

V;;: l(r l ,r2) = f dfl ldfl21'?Y ± (fl l ,fl2Wlx l - x21· (2.1.6) 

Explicit calculation of V ± is trivial by noting the expansion 
of V - I into products of spherical harmonics: 

00 1 

IXI - x 2 1 = L k l (r l ,r2) L YI,m(fltlY~m(fl2)·41T, (2.17) 
{=o m=-I 

where the kernels k{ are explicitly given by 

1 r<+ 2 I r< 
(2/+I)k{(r r)--------

I' 2 - 21 3 ,-1+1 2/-1 ,-I-I' + > > 

1=0,1,2, ... , 

r < = min(rl,r2), r> = max(rll r2). 

Using, for instance, the expression for '?Y~I,h: 

'?Y~h(fll,fl2) = ~ [YI,I (fl l )Y2, _I (fl2) 

- YI._ ttfl l)Y2,ttfl2)] 

in Eqs. (2.14) and (2.16) gives 

V;;: l(r l ,r2) = (ko - k2 + ~kl ± ~k3)(rl,r2)' 
Next we use V _ > V + in Eq. (2.16) and get 

V>V+·(P + +P_). 

(2.18) 

(2.19) 

(2.20) 

(2.21) 

Adding H 0 to both sides of(2.21) and taking expectation 
values in states of the form 

1/1 ± (X I,X2) = ~ ['?Y~I,~ (fl l ,fl2)x(rl ,r2) 

± '?Y~~ (fl l,fl2)x(r2,r I)]' (2.22) 

x(r l ,r2) = <P(rl )/(r2), /EL 2(R+;~dr), 
shows that for both the symmetric and antisymmeric sub
space one obtains the same lower bound 

(1/1 ± ' V1/I ± );;. 100 

dr1ri 100 

dr2~ Ix(r llr2WV +(rl ,r2)· (2.23) 
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Projecting once more particle one or two onto the radial 
part of the p wave function reduces the problem of excluding 
bound states below energy - A to the question of positivity 
of the one-particle operator on L 2(R + ,dr) 

I d 2 3 1 - 2 dr + -;z - -; + U+(r»O, (2.24) 

where the repulsive potential U +(r) is defined through 

U:;:I(r2)= ioodrlri<P2(rtlv:;:l(rl,r2)' (2.25) 

A somewhat tedious but straightforward calculation leads to 
the explicit expression for U + (r) 

_ I 12 12 48 144 
U + (r)=r+ I + - - - - - +--

r r r r4 

_ r( 12 96 144 ) 
-e 7+7+7' (2.26) 

To prove (2.24) it is enough to show positivity for a 
potential which is a lower bound to U +(r). We take 

(2.27) 

then the total potential in (2.24) turns out to be positive. 

3. TOTAL ANGULAR MOMENTUM / = 1 

In order to study this case we use the fact that there is 
one, and only one, angular momentum configuration for 
fixed total magnetic quantum number m for which at least 
one of the two electrons is in a p state, namely with 
II = 12 = 1= 1 [see (1.3)], and start replacing the potential V 
by the lower bound 

(3.1) 

where the operator PI,m: = P \I,~ projects onto '?Y I.m 
: = '?Y\l,~ and clearly P \I,~ = P \~~ since '?Y\I,~ = - '?Y\~~. 
The lower bound potential VL is given by 

V L-
1(r l ,r2) = f dfllf dfl21 '?Yl,m (fl l ,fl2Wlx l - x21 

(3.2) 

where the kernels kl have been defined in (2.18). From now 
on we consider the Hamiltonian 

(3.3) 

restricted to the subspace Pl,mYr with 1= 1 and fixed 
m = 0, ± 1. Without always mentioning Pl,m we shall work 
in L 2(R +,ri dr d XL 2(R +,~ dr 2)' Projecting next one of the 
two electrons onto the state <P, we obtain 

(3.4) 

where the projection operators QI and Q2 are given by 

QI = V L 112(P-r> ® 1)W(r2)V L 112, P-r> = I<P )(<P I, 
(3.5) 

Q2 = V L 112W(rl)(1 ®P-r>)V L 112, 

and the new potential W is given by the integral 
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W-\(r2) = f"dr\ r7 e1>2(r\)V i l(r\,r2) 

12 48 
=r2+ - --

r 2 ~ 

+ e - r2(1 + E.. + ~ + ~) . 
r2 ~ ~ 

(3.6) 

Q\ V Q2 in Eq. (3.4) projects onto the subspace spanned by 
Q\,wo and Q2,wo. In order to simplify we use the expansion 

1 1 
QIVQ2= 2(QI+Q2)+ 2 

x i: (Qi(Q2Q\tQ2Qi + Q~(Q\Q2)nQ\Q~) (3.7) 
n=O 

and, since all terms on the right hand side are positive, we 
may take into account only the first term which gives 

Q\ V Q2>Q\ + Q2 - Q\Q2 - Q2QI 

+ MQIQ2Q\ + Q2Q\Q2)' (3.8) 

To handle the contributions coming from 

R = Vy2(Q\Q2 + Q2QI)VY2 (3.9) 

we shall use Hill's procedure (Hill4) of rewriting the inverse 
Coulomb potential into two rank one operators and an inte
gral over separable terms, i.e., 

_ ~fd3X' ( 1 
1T Ix\ - x'i 

- ~) 
r' 

X --( 
1 1 ) 

IX2 - x'i r" 
(3.10) 

a representation which is easily checked by noting that the 
linear potential is the Green's function of ( - .:i )2. Projecting 
(3.10) onto a particular angular momentum state yields for 
ko and k2 entering into Eq. (3.2) 

ri> = max(ri,r'), ri< = min(r;.r'), i = 1,2. In order to 
use these separable kernels we write down the matrix ele
ment 

(,pIR,p) = i'" drlr7 i'" dr2~,p·(r\,r2) 
X i'" dr; r;2L'" dr~r~2R (r\,r2,r; ,r~),p(r; ,r~), 

(3.12) 

where the operator R defined in (3.9), which reads explicitly 
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R = (P<t> ® 1)W(r2)k(rl,r2)W(rd(1 ®P<t» 

+ (1 ®P<t»W(r\)k(r\,r2)Wh)(P<t> ® 1), 

k (r\,r2) = (ko - k 2)(r\,r2), (3.13) 

has the kernel representation 

R (r l,r2,r; ,r~) = eI> (rl)eI> (r2)(W(r2)k (r2,r; )W(r;) 

+ W(rdk(rl,r~)W(r~)).eI>(r;)eI>(r~). (3.14) 

From Eqs. (3.11) and (3.13) one finds easily that thecontribu
tion to ( - R ) and thus also to the lower bound (3.4) coming 
from k 2(r l ,r2 ) consists of an infinite-rank part which is posi
tive (negative) for antisymmetric (symmetric) radial wave 
functions, whereas the contribution from ko(r I,r 2) consists of 
a positive (negative) rank-one part and a negative (positive) 
infinite-rank part for the antisymmetric (symmetric) case. 

Our next efforts are devoted to the reduction of the re
sulting lower bound to suitable one-particle problems; we 
must treat separately the spin-singlet and -triplet case. Since 
for I = 1 the wave function is always antisymmetric in f11 
and f1 2, the singlet wave functions are antisymmetric with 
respect to r l and r2, whereas the radial parts of the triplet 
states are symmetric functions. 

A. Singlet sector 

Here we may omit the contributions to ( - R ) coming 
fromk2(r l,r2) and that from the rank one part of kO(r l,r2). One 
may try to eliminate the rank-one part with the help of the 
common eigenfunction of QI and Q2 to eigenvalue one, 
which is given by 

Qvr = QU' = X, i'" drtr7 1'" dr2~x2(rt,r2) = 1, (3.15) 

x(rt,r2) = cV"L1I2(rt,r2)eI> (rtlel> h'), c2 = ~. 
231 

But unfortunately ko - k2 has an infinite-rank positive part. 
Therefore we use (3.11) and obtain 

VL>(P<t> ® 1)W(r2) + W(rd(l ®P<t» - Ro, 
(3.16) 

Ro = (P<t> ® 1)W(r2) ko(rt,r2)W(rd(1 ®P<t» + (1 ..... 2) 

kO(r\,r2) = kO(r\,r2) - ~(1 + r\)(1 + r2). 

The Coulomb-like operator Ho can be estimated conve
niently by means of the projector 

(P<t> ® l)V(1 ®P<t» =P<t> ® 1 + 1 ®P<t> -P<t> ®P<t>, 
(3.17) 

where the last term is zero in the singlet sector; so one obtains 

Ho+A>(P<t>®I)(p~!2-1/r2)®P1.m +(1 ..... 2) (3.18) 

and inserting the estimate (3.16) the inequality 

H+A>[(P<t>®I)(PU2 1,,=1 -1/r2+ W(r2) 

- (P<t> ® 1)W(r2) k O(r t,r2)W(r1)(1 ®P<t» 

+ (1 ..... 2)]P1.m (3.19) 

is obtained. The kinetic energy operator is here restricted to 
angular momentum one. 

Sandwiching (3.19) between singlet states of the form 
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2 -\/2(cJ> (r\)/(r2) - /(r\)cJ> (r2)),fEL 2(R+,rdr) for the radial 
parts, one finds out that it suffices to count the negative ei
genvalues of the one-particle operator 

hs =(I_P<t»[p2/211~\ -1/r+ W(r)-S](l-P<t» 

on L 2(R+,rdr), (3.20) 

where the integral operator S has a kernel 

s(r\,r2) = - cJ>(r!lW(r\) kO(r\,r2)W(r2)cJ> (r2)· (3.21) 

In Appendix A we shall prove that this operator hs on the 
half-line is nonnegative. 

B. Triplet sector 

The Coulomb-like part can again be estimated using 
(3.17); one obtains 

Ho + A> «(P <t> ® 1)(P~/211, ~ \ - 1/r2) + (1~2) 
+ ~P <t> ® P <t> )p\.m· (3.22) 

With respect to the potential VL , this time we omit the infi
nite-rank part of k O(r t ,r2 ) and thus obtain the estimate 

VL>(P<t> ® I)W(r2) + (P<t> ® I)W(r2) 

X k2(r t,r2)W(rt)(1 ®P<t» + (1~2), 
(3.23) 

k2(r t,r2) = k2(r t,r2) -!(1 + r t)(1 + r2), 

where the last term stems from the rank-one part of kO(r t ,r2 ) 

and we omitted the last two terms ofEq. (3.S). 
Again sandwiching the resulting estimate of H, now 

between triplet states, i.e., symmetric radial wave functions, 
one ends up with counting the negative eigenvalues of the 
one-particle operator 

p21 1 I h, = - - - + W(r) - T + - P <t> 
2 l~t r 16 

on L 2(R+,rdr), (3.24) 

where T denotes the integral operator with kernel 

t (r t,r2) = - cJ> (r t ) W(rd k2(r t,r2) W(r2)cJ> (r2). (3.25) 

In (3.24) we have disregarded thefactors (I + P <t» on both 
sides. In Appendix B we shall prove that this operator h, is 
non-negative, except for one negative eigenfunction. 

Together with the absence of negative eigenvalues of 
H + A in the unnatural parity sector with total angular mo
mentum 1>2, we thus have obtained the following. 

Theorem: In the subspace of unnatural parity there ex
ists exactly one (three times degenerate) bound state of the 
Hamiltonian (1.1) below the threshold - k, which belongs to 
the triplet sector and carries total angular momentum I = I 
and m = 0, ± 1. 

APPENDIX A 

Here we are going to study the pure point spectrum of 
the integro-differential operator hs defined in Eq. (3.20) us
ing standard Birman-Schwinger techniques, i.e., the dis
crete eigenvalues - E of the integro-differential equation 

(I_P<t»[p2/211~t -A.(1/r- W(r)+S)](I-P<t»"'(r) 

-!E(I-P<t»"'(r), E>O, tPEL 2(R+,rdr), (AI) 
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with the potential W(r) defined in (3.6) and the integral oper
ator S defined by its kernel (3.21); instead of counting the 
eigenvalues below energy zero for A. = I we may also try to 
determine the number of characteristic values of the cou
pling constant A. in the interval 0<..1. < 1 and then let E '\. O. 

In order to write explicitly the resolvent G<t>(E) of the 
restriction of the kinetic energy to the subspace orthogonal 
to cJ> 

(I_P<t»(P211~t +E)(I-P<t»G<t>(E)(I-P<t» 

=I-P<t>, 00 

in terms of the resolvent G (E) defined by 

(P211~t +E)G(E) = Ion L2(R+,rdr) 

we use the well-known operator identity 

(I- P<t»G<t>(E)(I- P<t» 

(A2) 

(A3) 

= G(E) - G(E)P<t>(P<t>G(E)P<t»-tP<t>G(E). (A4) 

With the aid of the square root of this positive resolvent we 
can now transform our eigenvalue problem (AI) to the fol
lowing integral equation with symmetric kernel: 

~ X = [kt(E) + k2(E)]X, X = R;; t(E)"', 
A. 

R~(E)=(I-P<t»G<t>(E)(I-P<t», 

kt(E) = 2R<t>(E{ + -W(r))R<t>(E), 

k2(E) = 2R<t>(E)SR<t>(E), 0<..1.< 1, E>O. (A5) 

Then the number of bound states Ns ofEq. (AI) below the 
energy zero is limited by the trace 

N s < lim tr[kt(E) + k2(EW. (A6) .,,0 
Next we use the property of both integral operators kt(E) and 
k2(E) of being positive (here is the reason why we have thrown 
away repulsive contributions in part 3); we conclude that 

Ns < lim[(trki(E))t/2 + trk2(E)] 2. .,,0 (A7) 

The terms on the right-hand side of (A 7) can be written more 
explicitly as 

At = lim trki(E) .,,0 
= 41°Odrtri l°Odr2~[ :t - w(rt)] 

X [:2 - W(r2) ]~(rt,r2) 

A2 = lim trk2(E) .,,0 
= 2100 

drtri 100 

dr2~s(rt,r2)g<t>(rt,r2) (AS) 

The kernel g(rt,rz) is obtained as the E'\. 0 limit of the 
Green's function for I = I 

(A9) 
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wherejl and h \ + I denote the spherical Bessel functions. t,b(r) 
and C1 enter from Eq.(A4) and are explicitly given as 

¢(r) = LX> dr2~g(rl,r2)cf> (r2) 

1 1 +-+-
8 2rl 

c 1 = (cf>,G(O)cf» = ¥, C2 = 64273. 
Numerical integration leads to 

AI = 0.S9S, A2 = 0.161-Ns <0.869, 

and to the conclusion written in the text. 

APPENDIX B 

(A11) 

Here we shall count the number of eigenvalues Nt of the 
operator (3.24). Since a straightforward procedure leads to 
Nt <2 and since one has the feeling that the positive one
dimensional contribution to (3.24) should compensate the 
negative one-dimensional part of T we proceed as follows: 
Projecting h t onto the Hilbert space orthogonal to P <pYf7 one 
obtains 

h ; = (1 - P <p )h t (1 - P <p ) 

= (1 - P <p) [p2 121 / ~ I - + + W (r) - T ] (1 - P <p) 

on L 2(lR+,rdr) (Bl) 

where Wand Tare as in Eq. (3.24). Next we use the min-max 
principle to conclude that the number of bound states of h t is 
greater by at most one than the number of bound states of h ;. 
But counting the bound states of h ; is a problem analogous 
to that treated in Appendix A. Therefore we get 

N t <1 + lim tr[kl(E) + k3(EW, (B2) 
• ,,0 

where kl(E) has been defined in (AS) and k3(E) is similar to 
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k2(E) and given by 

k3(E) = 2R<p(E)TR<p(E), E> O. (B3) 

As before we use trace inequalities to obtain 

N t <1 + lim[(trk7(E))1/2 + trk3(E)] 2, .,,0 (B4) 

trk3(E) entering (B4) reads more explicitly for E'\.O: 

A3 = lim trk3(E) .,,0 

= 2 fa'" dr l r7 fa'" dr2~g<p(rl,r2)t (r l,r2), (BS) 

where g<p has been given in (A8) and t in (3.2S). Numerical 
integration leads to 

A 3 =0.0718-Nt <1.711, (B6) 

and lim."o trk 7 (E) has been given in (A 11). 
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Inverse scattering for the reflectivity function 
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An inverse method for elastic, electromagnetic, or acoustic waves in a stratified half-space is 
presented. Rather than transforming the wave equation to one for which quantum inverse 
scattering methods can be applied in solving for a potential q(r), we transform to one where it is 
suitable to solve for a "reflectivity function," or local reflection coefficient, y(r). We show that y(r) 
can be discontinuous, thus improving a result of Balanis, and that discontinuities of y(r) match 
those of the impulse response R (t). We also show the relationship between the scattering kernel of 
this method and the scattering kernel of the quantum inverse scattering theory. 

PACS numbers: 03.65.Ge, 03.65.Nk 

I. INTRODUCTION 

The Gel'fand-Levitan (Marchenko) integral equa
tion, 1.2 first applied in solving the inverse problem of quan
tum scattering theory, has also been used to solve analogous 
problems in elastic and electromagnetic wave propagation 
theories. 3

.4 The approach usually taken in solving these lat
ter inverse problems is to transform the wave equation into 
either the equation for an elastically braced string (time-de
pendent) 

Vrr - V" - q(r)V = 0, (1) 

or the time-independent Schrodinger equation 

VTT + [w 2 
- q(r)]v = O. (2) 

Obtaining Eq. (1) or Eq. (2) from the wave equation requires 
transforming both the dependent and the independent varia
bles. If q(r)=O for r';;;O, then q can be determined from the 
Gel'fand-Levitan (Marchenko) equation as follows: 

d 
q(r) = 2 - K (r,r), 

dr 
(3) 

where K (r,t) satisfies 

K (r,t) + R (r+ t) + f~ t R (t + s)K (r,s) ds = 0 for It I < r, 

(4) 
with R (t) the impulse response of the medium measured at 
r = o. The potential q(r) is related to the profile in ques
tion-impedance profile on dielectric profile-by a differen
tial equation obtained in the transformations leading to Eq. 
(1) or (2). 

Recently, however, Balanis5 has devised an inverse 
scattering theory, which uses an equation similar to Eq. (4), 
for the equation 

(5) 

[where y(r)--O for r';;;O]. Equation (S), like Eqs. (I) and (2), 
comes from transforming the wave equation. Specifically, 
the elastic wave equation 

(pc2 Ux )x - pUtt = 0 

is transformed into Eq. (S) by letting 

dx 
dr = c(x); 

then 

(6) 

(7) 

d 
y(r) = - -In pc. 

dr 

Also, the electromagnetic wave equation 

Uxx - [€(xluolc2] UtI = 0 

becomes Eq. (5) if 

dx _ [ ( \ .. ]-1/2 --c EXIf"O • 
dr 

Here, 

1 d 
y(r) = ---lnE. 

2 dr 

(8) 

(9) 

(10) 

(11 ) 

Balanis has also applied his result to the acoustic wave equa
tion 

Uxx - [l/c2(x)] UtI = O. 

Here, 

and 

dx 
-=c(x), 
dr 

d 
y(r) = -In c. 

dr 

(12) 

( 13) 

(14) 

For impedance or dielectric profile inversion, inverse 
scattering on Eq. (5)-i.e., determining y(r) in Eq. (5) and the 
profile in question by Eqs. (8), (11), or (14)-is more appeal
ing than inverse scattering on Eq. (1) or (2). This is because 
Eq. (5) is more closely related to the wave equation than Eq. 
(1) or (2) is: Only one change of variable is required. Also, the 
quantity being sought in Eq. (S), namely y(r), has a direct 
physical interpretation while q(r) in Eq. (1) or Eq. (2) does 
not. For example, in Eq. (14), the reflectivity function6 

y(r) = c'(r) =2 lim (_1_ Llc ) (15) 
c(r) -dT--iJ Ll r 2c + Llc 

is related to the reflection coefficient at a point in the varying 
medium, and similarly for Eqs. (8) and (11). Finally, as will be 
shown, y(r) is as continuous or discontinuous as the impulse 
response R (t), up to and including jump discontinuities. 

In obtaining his result, Balanis works in the time do
main. Drawing on his previous results'? he concludes the 
validity of the approach for continuous functions y(r). The 
major result of this note is to extend the validity of the result 
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to include functions with jump discontinuities. We do this by 
using a combination frequency/time domain approach. 

We emphasize that our results do not constitute a theo
retical improvement over the approach which transforms 
the wave equation into Eq. (1) or (2). There, the quantity 
ultimately being sought-e.g., impedance-possesses two 
continuous derivatives more than q(1"), which can sometimes 
be as singular as a delta function. 3 In our extension of Balan
is's theory, the quantity ultimately being sought possesses 
one continuous derivative more than y(1"), which can have at 
most ajump discontinuity. But, as we shall discuss, Balanis's 
integral equation does appear to offer computational advan
tages over Eq. (4). 

II. A GEL'fAND-LEVITAN (MARCHENKO) INTEGRAL 
EQUATION AND AN EQUATION fOR y(1") 

Here, we shall derive the equations central to Balanis's 
theory, namely, 

d 
Y(1") = 2 - %(1",1") - y(1")%(1",1"), 

d1" 
(16) 

where 

f+T R (s) ds - %(1",t) 

+ f~ t %(1" ,sIR (t + s) ds = 0 for It I < 1". (17) 

In addition, we shall show the relationship between %(1",t ) 
and the function K (1",t) of Eq. (4). These equations will be 
derived partially in the frequency domain, partially in the 
time domain. Our presentation will closely resemble that of 
Balanis7 and Scott et al. (Ref. 8, Appendix D). 

Since Eq. (17) will be derived partially in the frequency 
domain, we need the time-independent form ofEq. (5); this is 

Un + oiu - y(1")u T = O. (18) 

By comparison with the Schrodinger equation (2), it is seen 
that fundamental solutions ofEq. (18) are 

fl(1",w) = exp(iw1") - f'" sin [w(1" - s)] y(s)fls(s,w) ds, 
T w 

(19a) 

. iT sin [w(1" - s)] 
f2(1",W) = exp( - lW1") + y(S)f2s(S,W) ds, 

o W 
(19b) 

where the subscript s denotes differentiation with respect to 
s. From the form ofEq. (19), 

fl(1",w) - exp(iw1") as 1"-00, 

12(1",w) = exp( - iW1") for 1"<:0. 

Next, we write 

g(1",w) = 12(1",w) - exp( - iW1"), 

(20a) 

(20b) 

(21) 

and we express the physical wave at a given frequency as a 
combination of the linearly independent solutions/2(1",w) 
and.t;(1", -w) ofEq. (18): 

u(1",W) = r(w).t;(1",w) + 12(1", - w). (22) 

Then the response at a point in the medium to the incident 
wave 8(1" - t) is 

1149 J. Math. Phys., Vol. 24, No.5, May 1983 

U (1",t) = (1!21T) f: '" u(1",w) exp( - iwt) dw. (23) 

Using Eq. (21) and computing the inverse Fourier transform 
of Eq. (22) leads to 

U(1",t) = R (1"+ t) 

+ f: '" R (t + s)G (1",s) ds + D(t - 1") + G (1",t), 

(24) 

where 

G (1",t) = (1!21T) f: '" g(1",w) exp(iwt) dw, (25) 

R (t) = (1!21T) f: '" r(w) exp( - iwt) dw. (26) 

Integrating Eq. (24) with respect to t gives 

f~ '" U (1",s) ds 

= f~:t R (s) ds - f: '" R (t + s) [f~ '" G (1",u) dU] ds 

+ H (t - 1") + f~ 00 G (1",s) ds, (27) 

where H (t) is the Heaviside function. [As a check, we note 
that the t-derivative of Eq. (27) is Eq. (24) as long as 
st_ 00 G(1",s) ds = 0 for t> 1".] For this problem with Y(1") = 0 
for 1"<:0, it turns out that G (1",t) = 0 for t < - 1".9 Also, the 
causal impulse response R satisfies R (s) = 0 for s < 0 and, as 
noted above, f'- T G (1",u) du = o for s > 1". Therefore, Eq. (27) 
can be rewritten as 

J~ 00 U(1",s) ds = f: t 
R (s) ds - f~t R (t + s) 

X [f~ T G (1",u) dU] ds + H (t - 1") + J~ T G (1",s) ds. 

(28) 

For t < 1", st_ '" U (1",s) ds = 0 and H (t - 1") = 0, so that Eq. 
(28) is the same as Eq. (17)for It I < 1"ifwemake the identifica-
tion 

{-It G (1",s) ds for t<: 1", 
%(1",t) = -T 

o for t> 1". 

(29) 

[We note that since G (1",t) = o for t < - 1", %(1",t) is contin
uous at t = - 1", and since %(1",t) = 0 for t> r, %(r,t) is 
discontinuous at t = r.] This completes the derivation ofEq. 
(17). 

Next, we show how %(1",t ) and the solution K (r,t ) of 
Eq. (4) are related. From Eq. (29), 

a 
G (r,t) = - - %(1",t), (30) at 

where %(1",t ) has a jump discontinuity at t = 1". Thus, 

a 
G(r,t) = D(r - t) %(r,r) - H(T- t) -%I(r,t), (31) at 

where % 1(1",t )=%(r,t) for t < r. Inserting this expression 
into Eq. (24), we see that 
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U(r,t) = (1 + %(r,r)) [ R (r + t) + f~, R (t + s)K (r,s) ds 

+ 8(t - r) + K (r,t)], (32) 

where, for t < r, 

K(r,t) 
G(r,t) 

1 + %(r,r) 
a %(r,t) 

- at 1 + %(r,r)' 
(33) 

or 

J
' K (r,s) ds = - %(r,t) . (34) 
-- T 1 + %(r,r) 

Since Eq. (32) reduces to Eq. (4) when It I < r, Eq. (33) or (34) 
provides the relationship between % andK for It I < r. It will 
be shown below that Eq. (34) also holds on the line t = r. 

To obtain Eq. (16), we first find an equation satisfied by 
g(r,w). This is 

(d
2 d) _+w2 _y_ g 

dr dr 

= (:; + w 2 - Y ~) [/2 - exp( - iwr)] 

= - iwy(r) exp( - iwr). (3S) 

If we divide this equation by - iw and Fourier transform, 
the result is an equation for %(r,t) = - S'- T G (r,s) ds: 

(
J2 a2 a) ----y- % = y(r)8(t-r). 
ar at 2 ar 

Writing this equation in the variables [; = t + rand 
11 = t - r leads to 

(36) 

-4 :~~ _y([;;l1)(~ - ~)%=y([;;11)8(11)' 
(37) 

Holding [; fixed, performing the 11 integration from - E to E 

and letting E -+ 0+ gives 

4 :[; %([;,0) - y( ~) %([;,0) = y( ~ ). (38) 

In performing the integrals to obtain y([; 12), y need not be 
continuous at 11 = 0. For example, in the integral 

f. y([;; 11) ~ %([;,11) dl1, 

%([;,11) has ajump discontinuity at 11 = ° (r = t) so that 
(a / al1)% has a jump discontinuity plus a delta-function dis
continuity at 11 = 0. Integrating the less singular of these 
contributes zero in the limit E -+ 0+ [even ify(([; - 11)/2) has 
ajump discontinuity at 11 = 0]. Integrating the more singu
lar contributes the size of the delta function [namely, 
lim.--o+ %([;, - E)] times the average of the values of yon 
either side of 11 = 0. Rewriting Eq. (38) in the variables rand 
t gives 

2( :r + :J %(r,t) - y(r)%(r,t) = y(r) for t = r, 

(39) 

which is the same as Eq. (16). In Eq. (39), however, y(r) 
means lim.--o [y(r + E) + y(r - E)]/2. 
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An alternate derivation ofEq. (16) can be obtained by 
comparing Eq. (32) with a different expression for U(r,t). 
This expression is 

U(r,t) = exp [ ~ I y(s) dS] Vlr,t), (40) 

where V(r,t) satisfies Eq. (1). Since V(r,t) is precisely the 
bracketed term in Eq. (32), it follows that 

exp [ + I y(s) dS] = 1 + %(r,r), (41) 

or 

y(r) = 2 ~ In[ 1 + %(r,r)], 
dr 

which is equivalent to Eq. (16). 
Equation (16), rewritten in the form 

y(r) = 2 (d /dr)%(r,r) , 
1 + %(r,r) 

(42) 

(43) 

provides a means for finding the quantity which is the ulti
mate goal of the inversion. For example, acoustic impedance 
p(r)c(r) in Eq. (6) is obtained by integrating Eqs. (8) and (43): 

p(r)c(r) =p(O)c(O)[I + %(r,r)]-2. (44) 

Analogous results have been reported in terms of the more 
commonly used scattering kernel K (r,t ).10.11 The derivations 
of those results are based on quantum inverse scattering 
techniques and are independent of the one presented here. 
For inverse scattering on the elastic wave equation (6), the 
formula is 10 

p(r)c(r) = p(O)c(O) [ 1 + f~ T K (r,t) dt r 
Comparison of Eqs. (44) and (4S) shows that 

1 +%(r,r) = [1 + J~TK(r,t)dt rl

, 

which is true if 

%(r,r) = _ JT K (r,t ) dt. 
[1 + %(r,r)] - T 

(4S) 

(46) 

(47) 

This, in turn, implies that Eq. (34) holds on the line t = r, 
thus verifying the assertion made earlier. 

Finally, it is easy to show that y(r) is as continuous or 
discontinuous as the impulse response R (t ). From the trans
formation (40) which relates Eq. (S) to Eq. (1), the function 
q(r) ofEq. (1) is equal to !r(r) - !y'(r); this is as singular as 
y'(r). By comparison with Eq. (3), then, y(r) is as singular as 
K (r,r), which is in turn as singular as R (2r) by Eq. (4). 

III. CONCLUSIONS 

We have discussed a solution of the inverse-scattering 
problem for the reflectivity function y(r). We have shown 
that y(r) can be discontinuous. However, the quantity ulti
mately being sought must be continuous. 

It has been noted that our results do not in theory im
prove upon existing methods which apply quantum inverse 
scattering considerations to a transformed wave equation. 
But from a numerical standpoint, it would seem that a pro
file inversion using Eq. (44) and a discretization of Eq. (17) 
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will be preferable to one using Eqs. (47) and (4). This is be
cause%(r,t ) is a smoother function thanK (r,t), a fact which 
should enhance the numerical stability of schemes for solv
ing the discretized equation (17). 

ACKNOWLEDGMENT 

I wish to thank the referee for correcting an important 
error in an earlier version of this paper. 

'I. M. Gel'fand and B. M. Levitan. Am. Math. Soc. Trans!. 1,253 (1955). 

1151 J. Math. Phys .. Vol. 24, No.5, May 1983 

2Z. S. Agranovich and V. A. Marchenko, The Inverse Problem a/Scattering 
Theory (Gordon and Breach, New York, 1963). 

3J. A. Ware and K. Aki, J. Acoust. Soc. Am. 45, 911 (1969). 
4H. E. Moses and C. M. de Ridder, Lincoln Lab. Tech. Rep. No. 322, MIT, 
Cambridge, 1963. 

'G. N. Balanis, J. Math. Phys. 23, 2562 (1982). 
oM. Foster, Geophys. J. Roy. Astron. Soc. 42,519 (1975). 
7G. N. Balanis, 1. Math. Phys. 13, 1001 (1972). 
KA. C. Scott, F. Y. F. Chu, and D. W. McLaughlin, Proc. IEEE 61,1443 
(1973). 

9R. Burridge. Wave Motion 2,305 (1980). 
,oJ. G. Berryman and R. R. Greene, Geophysics 45, 2 \3 (1980). 
"s. Coen, IEEE Trans. Antennas Propagation AP·29, 726 (1981). 

Samuel H. Gray 1151 



                                                                                                                                    

The Coulomb Jost states in the momentum representation for all partial 
waves in closed form 
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We obtain the Coulomb Jost states in the momentum representation for alII in exact closed form. 
These closed expressions consist of combinations ofthe function 2FI(I, iy; 1 + iy; .), Jacobi 
polynomials, and other polynomials. We also discuss the relation of the Coulomb Jost states with 
other quantities that are of interest in the theory of charged-particle scattering. 

PACS numbers: 03.65.Nk, 02.30. + g 

1. INTRODUCTION 

The Coulomb interaction plays an important and, from 
a mathematical point of view, interesting role in the theory of 
scattering by charged particles. Two-particle pure Coulomb 
scattering wave functions in the coordinate representation 
have been known in closed form for a long time. Often it is 
advantageous to work in the momentum representation. In 
this case one needs expressions for all relevant scattering 
quantities in the momentum representation. The so-called 
regular solutions ofSchrodinger's equation with a pure Cou
lomb potential are known in momentum space for alii (see 
below). On the other hand, no closed expressions are known 
for the irregular solutions, or Jost solutions, in momentum 
space (except for I = 0; see below). 

In this paper we shall derive an integral representation 
[Eq. (5)], a series representation [Eq. (14)], and two hypergeo
metric-function expressions [Eqs. (8) and (17)-(21)] for the 
Coulomb Jost states in the momentum representation, 
which we denote by (p I kl t ) co for alii = 0,1,. .. . Expres
sions are also obtained for the closely related quantities 
(pi Vc/ Ikl t) co where Vel is the Coulomb potential. Prelimi
nary results have been reported in Ref. 1. 

There exists an interesting relationship with the partial
wave projected off-shell Coulomb T matrix in the momen
tum representation, (p I Tel I p'). Indeed, one and the same 
hypergeometric function, Fiy(')-2FI(I,iy;1 + iy;.), plays an 
important part in the expressions for these quantities.2 

Moreover, (plkl t) c can be obtained from (pi Tell p') by 
lettingp' tend to infinity [Eq. (15)], and also from the Cou
lomb-modified form factors (p Igp/)' where gpi are the form 
factors of the so-called simple separable potentials, (cf. Ref. 
2). 

We shall perform a check on the hypergeometric-func
tion expressions for ( pi kl t ) c by deriving the Coulomb scat
tering state in momentum space, ( pi kl + ) c , in closed form. 
Such a closed form is known in the literature. 3

,4 

We shall use the conventions and notations of Refs. 1 
and 4. In particular, we put fz = 2m = 1, where m is the 
reduced mass, and E =k 2 denotes the energy. The Coulomb 
potential is given by Vc (r) = 2ky Ir, where y is Sommerfeld's 
parameter. The momentum variables p and p' are real posi
tive. In this paper we shall assume for convenience that k and 
yare real positive, too, which often facilitates the deriva
tions. However, many formulas are also valid for complex k 

and y. In some expressions it is essential that k has a (small) 
positive imaginary part. Whenever necessary, we will assume 
that the limit 1m k!O is carried out, i.e., we replace k by 
k + iE and let E!O [cf. Eq. (25)]. 

It is important to note that (plkl t) c is not a solution of 
the Schrodinger equation in momentum representation. 
This is related to the (at r = 0) singular behavior of the irreg
ular solution, ( rl kl t ) c' of the Schrodinger equation. 

2. THE JOST STATES FOR THE COULOMB POTENTIAL 

The Coulomb Jost state in the momentum representa
tion, (p I kl t ) c , is defined as the Hankel transform of 
(rlklr)c> 

(plklt)c = f" (pllr) (rlklt)c rdr, (1) 

where 

(pllr) = (2/1r) I 12 i-'jl(pr). (2) 

In the coordinate representation we have the well-known 
expression, 

(rlkl t)c = (2/1r)1/2 erry/2 (kr)-I W -iy.l+ 112 (- 2ikr). 
(3) 

By using the integral representation (Ref. 5, p. 313) 

W _ iy.l + 1/2 (z) = (1/ r (I + 1 + iy)) el - 1121z z' + I 

xL'" e - zl t I + iY(1 + t )/-iY dt 

and the equality6 

L'" ;+ 2e -aJI (pr)dr = 2a(2p)/(/ + 1)!(a2 + p2) -1-2, (4) 

we obtain, after some manipulations, 

(plkl t)c = 2(1 + 1)1e, (2)1+ I 
1Tp( p2_k 2) v 

X dt. 11 (1 - t 2)t I + iy 

o [(1-ta)(l-tla)]/+2 

Here lei = Ie,(k) is the Coulomb Jost function, 

and 

lei = erry/2 l!/ r (/ + 1 + iy), 

a = (p - k )It p + k ), 

v = (p2 - k 2)1(2pk). 

(5) 
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From Ref. 7, p. 238 we have, for any potential VI' 

(pjV/lkl t) = (k 2 - p2) (plkl t) + 2(1Tk )-I(plk )/,t;. (6) 

From (5) and (6) we derive in the Appendix 

2ir (- 2)/+ I 
(pjVellkl t)c = -lei -

1Tp V 

i
l tl+;y 

X dt. 
o [(1 - ta)(1 - t la)]/+ I 

(7) 

After carrying out some more manipulations we obtain from 
Eqs. (5) and (7), respectively, (see the Appendix), 

(plklt)c = 2~1 2 [XI(X)-XI+ 1 
1Tp(k - P ) 
+ [F;y(a) -!l P\-;y,;y) (u) 

- [F;y(lIa)-!l pyy,-;y) (u)], (8) 

2lel 
(pjVellklt)c =- [XI(X) 

1Tp 
+ [F;y(a) -!l P\-;y,;y) (u) 

- [F;y(lIa)-!l P\;y,-;y) (u)]. (9) 

Here 

F;y(') = ~1(I,ir;I + ir;·), 
x=plk, 

u = (p2 + k2)1(2pk) = !(x +x- I ), 

P \a,(3) is Jacobi's polynomial, and XI is a simple rational func
tion of x and of r: XI = XI (x) = XI (x;r)· It is defined by the 
following recursion relation (Xo = 0), 

(/+ I)XI+I =W+ I)(x+x-I)XI 

+ ~(X2 - 1)~XI 
dx 

+ rx 1m P\;y, - ;Y)((x + x- I)l2), (10) 

where x and r are supposed to be real. Denoting P\;y, - ;Y)(u) 

for the moment by PI, we have (cf. Ref. 5) 

Po= 1, 

PI =u +ir, 

P2 = !(3u Z + 3iru - 1 - y), 

P3 = ! [15u 3 + 15iru2 - u(9 + 6y) - iy(y + 4)]. 

We have found from (10) 

XO=XI =0, 

X2=! yx, 

X3 = n y(7X2 + 5), 

X 4 = (1I96x) y( - 4yx2 + 57x4 + 48x2 + 35). 

We list some interesting properties of XI: 

1153 

XI is real when x and r are real; 

it is a polynomial in y; 
its parity is ( - )1 + l:x

l + I XI (x) is even in x; 

(
I + . ) XLII) = 1 - Re ,lr [see Eq. (24)], 
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(Ila) 

We contend that the function YI , defined by 

YI(x;r) = 2/- 2 I !r- 2 Xl- 3 XI (x;r) (lIb) 

is a polynomial in x 2 and in y, with real integer coefficients, 
that its degree in x2 is I - 2, and that its degree in y is Entier 
IV - 1), for I = 2,3,4, .... From Eq. (IIa) we have 

Yo = YI = 0, Y2 = 1, 

Y3 = 7x2 + 5, (IIc) 

Y4 = - 4yx2 + 57x4 + 48x2 + 35. 

We have obtained two representations for (plkl t) c 
[see Eqs. (5) and (8)]. Now we are going to deduce a third and 
a fourth one [see Eqs. (14) and (21)]. We shall utilize the 
equality 

lim {3 21 + 2 (p Igpi ) 
f3-.oo 

= (rr/2) I 12 fell k 1+ l(p2 - k 2) (plkl t )e' (12) 

which will be proved in the Appendix. Here gPI is the Cou
lomb-modified form factor 

(plgpl) = (piG oilGeI Ig{3I)' 

where 

(plg{3l) = (2/17')112 pl(p2 + {32) -1- I. 

By using an expression for (plgpl) obtained in Ref. 2, 

c _ (2/17')1/2 ( - 2k Iv )1 + I 

(plg{3/) - p {32 + k2 

X f _n_._({3+~k)n C~~LI (ulv), (13) 
n ~ I + I n + lr {3 - lk 

we get from Eq. (12) 

21e, ( - 2)'+ I 
(plklt)e = 1Tp(p2_k2) -v-

X f _n_._ C~~L I (ulv). 
n ~'+ I n + lr 

(14) 

The infinite series in (13) and (14) are convergent when the 
energy k 2 is negative and ° <p =1= pi > 0. [We have derived Eq. 
(14) also in a different way: By comparing Eq. (5) with the 
integral representation for the Coulomb T matrix given by 
Eq. (24), p. 25 of Ref. 7 we get 

lim p'l+ 2( p'l Tel I p) = ! ky(4k)' + l(p2_k 2) (plkl t) c 
p'---+ao 

X e - rry/2 r (I + 1 + ir)1 !I(21 + 1). 
(15) 

By substituting for (p'l Tel I p) the infinite sum containing 
products of Gegenbauer polynomials given by Eq. (12) of 
Ref. 2, we easily obtain the verification ofEq. (14).] 

By using 

( - 2/V)I+ I C~":.}_ dulv) = an pIn, - n)(u) 

_ ( _ )1 a - n PIn, - n)( - u) (16) 

we obtain in the same way as in Ref. 2, 

(17) 
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Here, and henceforth, [Idem, a-l/ a l means that all fore
going expressions on the right-hand side should be repeated 
after a has been replaced by l/a everywhere. We have veri
fied explicitly for I = 0,1,2 that Eqs. (17) and (18) are in 
agreement with Eq. (9). Different expressions for ZI (a; 1) are 

Z/(a;l) = iya. (_a_) I ± (2/- n) (1 _ a2t 
I + 1 + ly 1 - a2 

n ~ 0 I 

X 2FI(n + 1,1 + 1 + iy;1 + 2 + iy;a) 

- (- r[ldem, a-l/al 

= iya. (_a_)1 ± (/+m)(I+a)-m 
I + 1 + ly 1 - a m ~ 0 I 

X 2F I(I,m + 1 + iy;1 + 2 + iy;a) 

- (- )1 [Idem, a-l/al. (19) 

In particular the last expression is convenient for numerical 
calculation, because the sum of the first two parameters, mi
nus the third one, of the hypergeometric function is equal to 
m - I, which is a nonpositive integer. Consequently the cor
responding hypergeometric series converges for lal.;;;; 1. (Ex
cept when m = I; in that case the value a = 1 must be ex
cluded.) 

From Eqs. (9) and (17) we get 

Z/(a;l) = XI (x) + i 1m P\iY, -iY1(U) 

+ Fiy(a) P \ - iy,iY1(U) 

- Fiy(l/a) P\iY, - iY1(U). 

By comparing this with Eq. (18) we have 

XI(X) - i 1m P\iY. - iY1(U) 

_ i_i2f\(1 _ a2) -I IiI aV I(v + iy) 
Y\ I J v~ I 

(20) 

I - I (I + m) (a 2 
_ 1) - m 

-(-)/iyr(/+l+iY)m~o I (/-m)! 

[
1 m a V 

m 
X I ----a 

r (m + 1 + iy) v ~ I V + iy 
X I-m-I Il! ( a )1'+1] 

f'~o rlJ..t + m + 2 + iy) a-I 
- ( - )1 [Idem, a-l/a l. (21) 

We want to derive a simple expression for XI (1). When 
x = 1,p = k, a = 0, and u = 1. From Eq. (21) we obtain 

X
I
(l) - i 1m p\iy • - iyl (1) 

r(/+1+iy). I-I Il! 
- I! ly I' ~ 0 r IJ..t + 2 + iy) 
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By using 

P)iY, - iY1(1) = C ~ iY) (22) 

and (cf. Ref. 8) 

. 1- I rlJ..t + 1) 1 
ly I ---'---'--

I' ~ 0 r IJ..t + 2 + iy) F( 1 + iy) 
r(/ + 1) (23) 

r(1 + 1 + iy)' 

we get 

(
I + iY) . (I + iY) 

XI (1) = 1 - I + tim I ' 

i.e., 

XI(I) = 1 - ReC ~ iY) = 1 - Re P\iY. - iYI(I). (24) 

Finally we shall derive a simple expression for 
(pi Vel Ikl + ) c from the expression for (pi Vel Ikl t) c given 
by Eq. (9). We have 

2ie- i<I, (pWctlkl +)e 

= ei<I/ (p Wel I kl t ) c - e - i<I/ ( P Wel I kl! ) e 

= ei<I/ ( p I Vel I kl t ) e - c.c. 

Since XI is real and /<I/ icl is real for real k and y, we obtain 
from (9) 

(pWell kl + )c=i(1Tp)-I/~U -1 + Fiy(l/a) 

+ F _ iy(a*Jl P\iY. - iYI(u) - c.c.]. 

We use the equality 

F _ iy(a) + Fiy(l/a) = 1 + r(1 + iy)F(1 - iy)( _ a)iY, 

and 

F _ iy(a) - F _ iy(a*) = 0, 

( - aVY = e - TTyaiy. 

[Note that the sign of 1m k is important here: 
a = (p - k - iE)/(p + k + iE), E!O.] In this way we obtain 

(pWel Ikl + )e = _1_' clylel l [aiY P)iY. - iYI(u) - c.c.], (25) 
1Tp 

where 

ci-; I = (I ~ iY) C ~ iY) = J]Y + rln2), 

lei I = e - TTY12r (I + 1 + iy)/l!. 

Equation (25) is in full agreement with a previously obtained 
result [see Ref. 4, Eq. (7.7)]. 

Summarizing, we have obtained an integral representa
tion for (plkl t) c and for (pWel Ikl t) c [Eqs. (5) and (7)], 
and expressions containing the hypergeometric function Fiy , 
the Jacobi polynomial P\iY• - i Y1, and a simple rational func
tion XI [Eqs. (8) and (9)]. For the function Xl we have given: 

(i) explicit expressions for I = 0,1,2,3,4 [Eq. (11 )], 
(ii) a recursion relation [Eq. (10)], 
(iii) a finite-series expression [Eq. (21)], and 
(iv) a simple explicit expression in the special case p = k 

[Eq. (24)]. 
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APPENDIX 

In this Appendix we shall prove (i) Eq. (7), (ii) Eqs. (9) 
and (10), and (iii) Eq. (12). 

(i) In order to derive Eq. (7) from Eqs. (5) and (6), we 
introduce the function hi' 

h/(z) = iy f (1 + t 2 - tZ)-I-1 t iy + 1 dt, (AI) 

where z = a + a-I [cf. Eq. (7)]. We rewrite hi and perform 
integration by parts 

h/(z) = iy f (t + t -I -Z)-I-ltiY-I dt 

= [(t + t -I _ z) - 1- I t iyg 

- f(t+t- I -Z)-1-2(/+l)(t-2-1)t iY dt 

= (2 - z) - 1- I - (I + 1) 

X f (1 +t2_tz)-1-2(I_t2)tiY+ldt. (A2) 

By substituting 

2 - z = 2 - a - a -I = 4k 2/(k 2 _ p2) 

the proof of Eq. (7) follows easily from Eqs. (A 1) and (A2). 
(ii) Now we shall derive Eqs. (9) and (10) from Eq. (7). By 

using Eq. (AI) and inserting 

a - a-I = 4pk I(k 2 _ p2) = - 2/v, 

Eq. (9) can be rewritten as 

(a - a-I)/+ I h/(z) = XI (x) + iImp\iY.-iY)(u) 

+ Fiy(a)P\ - iY.iY)(U) 

- Fiy (lIa)p\iY. - iYI(u). (A3) 

We shall prove this equation by induction on I. First we shall 
verify explicitly that Eq. (A3) is valid for I = O. Inserting 
Xo = O,Pk ' = 1, and 

Fiy(a)=iy f (l-ta)-l t iy- I dt, (A4) 

the right member ofEq. (A3) becomes 

. -i l (1 1) iy- I d ly ---- t t 
o 1 - ta 1 - t la 

=(a-a-I)iy f [1 +t2-t(a+a-I)]-ltiYdt 

= (a - a-I)ho(z), 
which completes the first step of the induction proof. 

Now we differentiate both members ofEq. (A3) with 
respect to x plk. We recall 

-I 4x a-a =---
1 2' -x 

-I x 2 + 1 a+a =z=2---, 
x 2 

- 1 

x 2 + 1 U=---, 
2x 

x-I 
a=--, 

x+l 
and use 

d iy iy 
- Fiy(z) = - - Fiy(z), 
dz z(1 -z) z 

(A5) 

1155 J. Math. Phys .• Vol. 24, No.5, May 1983 

(1 - r) !!.- P \iY, - iYI(Z) 
dz 

= (iy + Iz + zIP \iY. - iYI(z) - (I + I)P \ir; "I iY1(Z), (A6) 

d 
-hdz) = (/+ l)h l + l (z). (A7) 
dz 

Introducing the (for real yand u) real functions RI and 
II by 

p\iy. - iY1(U)=R I + ill 
we obtain in this way from Eq. (A3), 

X '() . x
2 

- 1 I' 2iy (R '1 ) 
I x + I --2- I + 2 I - I I 

2x (x -I)(I-a) 

+ 2iy (R + iI) 
(x2 - 1)( 1 - a - I) I I 

+Fiy(a)[x~ ~~ P\-iy.iY)(U) 

+ x
2 
-1 ~pl-iY.iY)(U)] 

2x2 du I 

-Fiy(a-I)[x22: 1 P\iy.-iy)(U) 

+ x
2 

- 1 ~P!iY.-iYI(U)] 
2x2 du I 

= i±,lII + x: [XI + ill + Fiy(a)P\ - iY.iY1(U) 
x -x 

_ Fiy(a-l)p\iY. - iY1(U)] 

2(1 + 1) [X '1 F ( )P! - iYiY1( ) 
- 2 I + I + I I + I + iy a I + I' U 

I-x 
-Fiy(a-l)p\ir;"liY,(u)]. (A8) 

The coefficients of the corresponding hypergeometric func
tions in both members tum out to be equal. By equating real 
and imaginary parts we obtain 

(I + I)XI+ I = (I + 1) x
2 
+ 1 XI + !(x2 - I)X; + yxII, (A9) 

2x 
and 

(x2 
_ 1)2 , x 2 + 1 

~---'-II +yRI =(1+ 1)11+1 ---(1+ 1)//, (A 10) 
4x2 2x 

Here Eq. (A9) is just Eq. (10) rewritten and Eq. (A 10) is an 
equality which can be verified independently. We note that 
I; here means (d Idu) II' 

(iii) Finally we shall prove Eq. (12). In fact we shall 
prove a more general relation, which holds for any local po
tential V: 

lim [32/+2 (pig;;> 
/3-+00 

= (1T/2)1/211- I k 1+ l(p2 - k 2) (plkl i> v' (All) 

where II is the Jost function corresponding to V. Let GI and 
TI be the resolvent and the transition operator associated 
with V. Then 

GI = GOI + GOITIGo/' 
and 

Ig;;> = G O/
I 

GI Igtll>' 

Since 

(plgtll> = (2/1T)1/2 i( [32 + p2) -1- I, 

H. van Haeringen 

(A12) 

(A13) 
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we also have 

(AI4) 

(AI5) 

In order to prove Eq. (All), we use 

( r' I GI I r> = ( - 1)1 + I ! 1Tk ( r < I kl + ) ( r> I kl i), 
(AI6) 

which holds for any local potential, and 

lim r- I ( rlkl + ) = (2/1T)1/2/1- 1(2ik )11 V(21 + 1)1. (AI7) 
,-0-0 

The coordinate representation of gf31 is given by [cf. (A13)] 

( rlgf3l ) = r I - I e - f3'(il2)'Il!. (A 18) 

From (AI6) and (A18) we derive 

lim [J21+2 < rIGtlgf3l) 
f3-= 

= ( - )1 + I ~1Tk (ll) - l(i/2)' < rlkl i) 

X lim [J21+2 roo tl+ I e- t [J -1-2 (~Ikl +) dt. 
f3-= Jo [J 
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ByusingEq. (AI7)andfO" t 21 + 1 e- t dt = (21 + I)! we easily 
obtain 

hence 

lim [J21+ 2 < plGI Igf3l) = - (1T12) I 12 /1- I k I + I < plkl t). 
f3-= 

(A20) 

Substitution of (A12) completes the proof ofEq. (All). 
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The unitarity relations for the off-shell Coulomb T matrix for all partial waves 
H. van Haeringen 
Department of Mathematics, Delft University of Technology, Delft, The Netherlands 

(Received 1 December 1981; accepted for publication 5 March 1982) 

By employing a recently obtained expression for the partial-wave projection of the off-shell 
Coulomb T matrix for all I, we prove that the unitarity relations for the Coulomb T matrix hold 
provided that they are properly modified with the help of Coulombian asymptotic states. 

PACS numbers: 03.65.Nk 

The well-known optical theorem establishes a simple 
relation between on-shell matrix elements of the transition 
(T) matrix associated with any short-range interaction. For 
the partial-wave projected T operator T, this relation is giv
en by 

Im(k ITllk) = - !1Tk I(k IT,lk W, k>O. (1) 

Here the units are chosen such that Ii = 2m = 1 and the en
ergy-dependence of T, = TI (E), where E = (k + iE)2, E W, is 
suppressed. 

Equation (1) is a direct consequence of the unitarity of 
the scattering (S ) matrix, S t S = SS t = 1. The so-called uni
tarity relation for the off-shell Tmatrix (cf. Refs. 1 and 2) is a 
generalization ofEq. (1). It can be expressed by 

Im(pITllp') = -!1Tk(pITl lk)(kITiw') , k>O, 
(2) 

where the momenta p and p' are real positive. We note that 
the off-shell T matrix (p I T,lp') is symmetric in p and p'. 

The unitarity relations (1) and (2) are not valid for the 
Coulomb T matrix, Tel' As is well known, (p I Tel W') has no 
half-shell or on-shell limit (i.e., for p-.k,p' -ok). There exists 
a simple prescription for dealing with the half-shell and on
shell singularity of ( p I Tel I p'). A convenient and consistent 
notation and prescription is provided by the so-called Cou
lombian asymptotic state I k 00 ). If applied to Tel' this state 
can be expressed by [see Ref. 3, Eq. (16)] 

(plkloo)=(plkoo) 

= k -28(p - k )[2k I(p - k - iE)]ir 

xe1Tf'/2/F(1 - iy), EW, (3) 

where y is Sommerfeld's parameter. The connection with the 
time-dependent Coulomb scattering theory has been given in 
Ref. 3. By replacing in Eq. (2) Ik) by Ik oo ) and TI by Tel we 
get the unitarity relation for the off-shell Coulomb Tmatrix: 

Im( pi Tel Ip') = - !1Tk (pi Tel Ikoo) (koo I T!, W') , 

k>O. ~ 

The main purpose of this paper is to prove Eq. (4) by 
using the explicit expression for (pi Tel Ip') that we have re
cently obtained.4 

We shall also prove the equality 

(5) 

where Ikl + ) e is the Coulomb scattering state with energy 
k 2

• 

Furthermore, we shall prove [cf. Eq. (9.73) of Ref. 5] 

( koo - I Tel Ikoo) -i(1Tk )-1 [/iU/ - e2iUo(2k IEfr] , ElO, 
(6) 

where 0'1 is the Coulomb phase shift. From Eq. (6) we shall 
derive that summation of the partial-wave series, ifsummed 
in the proper way, i.e., with exclusion of the forward direc
tion (see below), just gives the Coulomb scattering ampli
tude. 

In Ref. 4 we have proved 

(plTeI W') 

= ~p;; c,r[(iy)-IY, + If, + y/ln(~ ~~: Y1 . (7) 

Here 

- 1 (I + iY) (I - iY) III .;2 2 
Clr = I I = n = 1 (1 + r In ) , 

3'1 = Fir (aa')P/( - ir.irl(u)p/ - ir.irl(u') 

+ Fir((aa,)-I)p/r. - irl(u)p/r. - irl(U') 

- Fir (ala')P/ - ir.irl(u)p/r. - irl(U') 

- Fir (a'la)p/r. - irl(u)P/( - ir.irl(u'), (8) 

where (k = k + iE,E ~O) 

and 

a = (p - k )/( p + k), a' = (p' - k )II p' + k ) , 

u = (p2 + k 2)1(2pk) , u' = (p,2 + k 2)/(2p'k), 

F ir (·) = 2FI(I,iy; 1 + iy;.). 

Closed expressions for If I and Y I have been given in Ref. 4. 
Here we need these expressions in the particular case p' = k, 
and moreover we need 1m If I and 1m Y I' Assuming that p, 
p', k, and yare real, we have 

ImYI =0, 

Imlf I = - 2y- 1ImP/r. - irl(u)ImNir. - irl(U') . (9) 

Furthermore, 

2'/(p'=k)=O, 

If/(p' = k) = 2y-I(1 ~ iY)lmP/r. -irl(u). (10) 

These equations are sufficient to prove the Coulomb unitar
ity relation given by Eq. (4), and to prove Eqs. (5) and (6). 

We begin by evaluating (p I Tel I k 00 ). When p' -.k, 

a'--+0 and u'-+I, hence p/r. - irl(U'l-(1 ~ iY). Considering 

Eq. (8), we observe that Fir (aa') and Fir (a'la) tend to 1. The 

1157 J. Math. Phys. 24 (5), May 1983 0022-2488/83/051157-03$02.50 @ 1983 American Institute of Physics 1157 



                                                                                                                                    

two remaining hypergeometric functions, Fiy(a/a') and 
Fiy((aa')-l), have to be transformed. By using the equality 

F _ iY(Z) + Fiy(lIz) = 1 + r(l + iy)r(l - iy)( - Z)iY, 

and Eqs. (8)-(10), we obtain 

(pITellP') ---+ ~C/y(I+liY)r(l +iy)r(l-iy) 
p'~k 1TPP' 

X [( - aa,)iYp/ir.-iY1(u) _ (- a'/a)irp/(-ir.irl(u)] . 

(11) 

By applying Eq. (3), we obtain, after some manipulations, 

( IT Ik ) - i -1T'Y12 Ir(l + iyWI! 
P eI 00 --e 

1Tp r(l+l-iy) 

xlim[ airp/ir. - irl(u) - c.c.] , (12) 
EIO 

which is just equal to (p I Vel I kl + ) co according to Eq. (7.7) 
of Ref. 5. This completes the proof ofEq. (5). 

In order to prove Eq. (4), we have to evaluate the left
hand side. From Eqs. (7) and (9) we have 

Im(pITellP') = (1Tpp,)-lkc/r (Re.7/ - y ImIFd. (13) 

Assuming for definiteness 0 < k <P <p', we obtain from Eq. 
(8), by using Eq. (11), 

.7/ +.7r = 1F(1 + iyW[( - aa,)irp/ir. -irl(u)p/r. -irl(U') 

_ ( _ a/a,)irp/r. - irl(u)P/( - ir,irl(u')] + C.c. 

+ [p/r. - irl(u) _ P/ - ir.irl(u)] 

X [p/r, - irl(U') - p/ - ir,irl(u')] . (14) 

A careful analysis of the branch cuts leads to 

( - aa')ir = e -1T'Ylaa'l ir, (- a/a')ir = e -1T'Yla/atr . (15) 

Details can be found in Appendix F of Ref. 5. 
By inserting the expression for ImlF/ given by (9) into 

Eq. (13), and using Eqs. (14) and (15), we obtain 

Im(pITellp') = (21Tpp')-lke- 1Tr lF(1 + iyWc/r 
x (Ialirp/r. - irl(u) - c.c.) 

x(la'lirp/ir.-irl(u') - c.c.). (16) 

The proofofEq. (4) is easily obtained from Eqs. (12) and (16). 
Finally we want to derive Eq. (6). We consider the quan

tity (plTeI Ikoo) for p---+k. From Eq. (12) we get 

(pITellkoo) ---+ i(1Tk)-le- 1TrI2r(1-iy) 
p~k 

physical half-shell partial-wave Coulomb T matrix 
( p I Tel I k 00 ) does not exist. Also, the on-shell limits (p---+k, 
or p'---+k ) of the off-shell partial-wave Coulomb T matrix 
( p I Tel IP') do not exist. This is analogous to the situation for 
the three-dimensional Coulomb T matrix <P I Te liS'). The on
shell limits (p---+k, or p' ---+k ) of this quantity do not exist. 
Also, the on-shell limit of the physical half-shell Coulomb T 
matrix <PITe Ikoo) does not exist (cf. Ref. 6). 

Application of the three-dimensional Coulombian 
asymptotic states I k 00 ) to the three-dimensional Coulomb T 
matrix does give the right Coulomb scattering amplitUde, 
i.e., 

(k'oo -ITelkoo) 
= -(2r)-1 e(k.k') , k'-=/=k, k'=kER+, 

where 

(18) 

In contrast, application of the partial-wave Coulombian 
asymptotic states Ikoo) [cf. Eq. (3)] to the partial-wave Cou
lomb T matrix does not lead to well-defined on-shell limits. 
This is clear from Eq. (6). However, it is interesting to note 
that the singular part of (k 00 - I Tel Ik 00), containing the 
singular factor € - 2iy , is independent of /. Consequently, if we 
sum the partial-wave series before taking the limit € W, this 
singular term gives a contribution that is proportional to 
€ - 2iYD( 1 - cos (}), as is clear from the equality 

= I (/ + !)p/(x) = 15(1 - x) . 
/=0 

As discussed by Taylor,7 the Coulomb partial-wave series 
~(l + !)P/(cos () )exp(2iu/) can be summed in the sense of dis
tributions if only test functions are allowed that vanish in the 
forward direction, i.e., for () = O. Formally, this comes down 
to putting 15 (1 - cos () ) = O. Therefore, the singular part of 
(k 00 - I Tel I k 00 ) containing the factor € - 2iy vanishes by 
this procedure. By summing the remaining nonsingular part 
in the partial-wave series we get 

f (41T)-1(21+ I)P/(k.i,')(koo -ITellkoo) 
/=0 

= (koo -ITclkoo), k=k'>O, 

which follows from Refs. 3 and 7, according to 

= I (l + !)P/(x)exp(2iu/) = ikJ«x) , 
/=0 

(19) 

(20) 

where 

/i<7/ = r(l + 1 + iy)/r(l + 1 - iy). 

(17) wherefc is given by Eq. (18). The partial-wave series for on
shell T matrices associated with short-range potentials can 
be written as 

We apply (koo - I to both members ofEq. (17). According 
to Eq. (3), we have to multiply the right member by 

a-ire1Ty/2/r(l_ iy), 

and take p---+k, € to. We point out that 

a - ir a* - iy ---+(2k / €fiY , 

whereas aiYa - iy = 1. In this way the proof of Eq. (6) is com
pleted (see also Sec. 9D of Ref. 5). 

Equation (17) shows that the on-shell limit (p---+k ) of the 
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f (41T)-1(21 + I)P/(,k.,k')(k IT/lk) = (k ITlk'), 
/=0 

(21) 

Clearly Eq. (19) is just the Coulomb analog of this equation. 
In this way we have obtained the satisfactory result that the 
partial-wave series of the "on-shell" Coulomb Tmatrix with 
the Coulombian asymptotic states, if summed in the proper 
way (i.e., excluding the forward direction), gives the Cou
lomb scattering amplitude. 
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In this paper we have derived, by using exact analytic 
expressions, the Coulomb generalization of the following re
lations familiar in short-range potential scattering theory: (i) 
The off-shell unitarity relation for the partial-wave Tmatrix 
for alii [Eq. (4)]; (ii) The relation (pi V1lkl + ) = (pi T,lk ) 
for alii [Eq. (15)]; (iii) The summation of the partial-wave T 
matrices [Eqs. (6) and (19)]. The restriction to the pure Cou
lomb potential is not serious. For Coulomb plus short-range 
potentials one can construct corresponding quantities from 
the pure Coulomb ones in a well-known way.3.8 

Nuttall and Stagat9 have evaluated a modified unitarity 
relation for the three-dimensional Coulomb Tmatrix for res
tricted values of the momenta. In the simple and convenient 
notation introduced in Ref. 3 it is expressed bylO 

Im<p1 Tc Ip') = - + 1Tk f <PITc Ikoo) (koo IT; Ip') dk, 
(22) 

where the integration is over the unit sphere, Ik I = 1. The 
similarity of Eqs. (4) and (22) is consistent and satisfactory. 
The restriction on the momenta in Ref. 9 can be easily re
moved, 10 as has been noted by Chen and Chen. J J These auth
ors have shown that the off-shell unitarity relation for the 
three-dimensional Coulomb T-matrix does not have a welI
defined on-shell limit. See also their review article on off
shell Coulomb amplitudes. 12 

Our proof ofEq. (4) presents a complement to this work 
on the three-dimensional Coulomb unitarity relation. This 
explicit proof could be given since a closed formula for 
(pi Tel I p') became recently available.4 

In conclusion it appears that there is no "violence of 
unitarity" in Coulomb scattering. One only has to deal with 
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singularities that are more complicated than poles and Dirac 
delta functions (distributions). Instead one encounters in 
Coulomb-scattering quantities branch-point singularities 
and more complicated (than 8) distributions, respectively. 
The modification we have introduced takes care of these sin
gularities in a well-defined and elegant manner. 
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Existence and uniqueness of bound-state eigenvectors for some channel 
coupling Hamiltonians 
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For the three-particle, two-cluster, 2 X 2 channel coupling Hamiltonians used, e.g., in H2+ and He 
bound-state calculations, we demonstrate that typically there exist unique eigenvectors for all 
bound states. This result also holds, with some technical assumptions on the potentials, for the 
corresponding 3 X 3 case provided there are no spurious eigenvectors with bound-state 
eigenvalues. The proofs use the analogous results for the corresponding Faddeev-type 
Hamiltonians together with spurious multiplier relationships. 

PACS numbers: 03.65.Nk, 03.65.Ge 

I. INTRODUCTION 

Inherent difficulties with the standard Lippmann
Schwinger equation approach to many-body scattering the
oryl have lead to the development ofa variety of alternative 
approaches. These are often based on decomposition of the 
wave function or T-matrices into components associated 
with various clusterings (arrangement channels) of the parti
cles. 2 The "arrangement channel quantum mechanics" ap
proach3 for a system of N nonrelativistic particles is charac
terized by a non-Hermitian Hamiltonian H with compo
nents H a(3 labeled by some subset of the N particle 
clusterings a, {J, .... These satisfy4 

I H a (3 = H for all (J, (I) 

where H is the N particle Hilbert space Hamiltonian. From 
Eg. (1), any eigenvector 1\1 of H with components If/!a) and 
eigenvalue A. is either (a) physical satisfying La I f/!a) = If/!) 
#OandA. = E, whereH If/!) = Elf/!) or (b) spurious satisfying 
Lalf/!a) =0. 

Despite a recent analysis of the structure of general H,5 

there are still many unresolved questions. For example, if 
there exists a physical eigenvector of H for each one of Hand 
if the spurious eigenvectors span [1\1: La If/!a) = ° J, then H is 
scalar spectral (its eigenvectors and their biorthogonal duals 
provide a spectral resolution of the rdentity). However, at 
present, the only nontrivial cases for which this has been 
proved are some three-particle Faddeev-like choices HF .

6
,? 

Should H contain the appropriate physics, then clearly the 
existence of a "representation" where the wave function nat
urally decomposes into arrangement channel components is 
extremely useful. 4 The first application outside of scattering 
theory involved molecular bound-state calculations,S de
spite the lack of a proof of existence of these solutions for the 
Baer-Kouri-Levin-Tobocman HB used. Dramatic early 
successes with simple wave function component approxima
tions suggested existence of the solutions considered and 
also a rigorous basis for atoms/molecules-in-molecules pic
tures. These results are supported by more recent finite-ele
ment method calculations. 9 The significance of a rigorous 

0) Operated for the U.S. Department of Energy under Contract No. W -7405-
ENG-82. This work was supported by the Office of Basic Energy Sciences. 
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proof of bound-state existence and uniqueness should be 
clear from the above discussion and is given here for three
particle, two-cluster, 2 X 2 and 3 X 3 HB using this property 
for the corresponding HF • 

II. BOUND-STATE EIGENVECTOR EXISTENCE AND 
UNIQUENESS 

For a system of three distinguishable particles labeled 
i = 1,2,3, we denote the two cluster channels i = (i)(j k), 
where [i,j, k ) = [ 1,2, 3). Let Tbe the kinetic energy (with 
center-of-mass part removed) and Vi = ~ k the potential in
ternal to channel i, so Hi = T + Vi' We assume the particles 
act through pairwise potentials, so H = Hi + V i for all i, 
where Vi = ~ + Vk • 

Consider first the 2 X 2 channel coupling Hamiltonians 

H = (HI V2) H = (HI + V3 
B Vi H

2
' F V

2 

(2) 

that are related through the identity 

(3) 

where the "spurious multiplier" M(A. ) = Go(A. )(HF - HB ) 

and G orA. ) = (A. - T) - I. An "integral" form ofEg. (3) can be 
obtained by multiplying from the left by Go(A. ) = (A. - Ho) - I, 

where (Ho)ij = Oij Hi' If If/!) is a bound state of H with eigen
values E < 0, then the corresponding H F eigenvector is given 
by? 

(4) 

From Eq. (3) and the summation condition (a) for physical 
eigenvectors, any corresponding HB eigenvector 1\IB must 
satisfy 

(5) 

If E > 0, then it is readily verified that the expressions of Egs. 
(4)and(5)stillholdwithGo(E) = PIE - Tj-I, wherePrepre
sents the Cauchy principal value integral. Equations (4) and 
(5) motivate the following result: 

Theorem 1: Suppose that the eigenvalue E of a bound 
state If/!) of H is not in the spectrum of H3 = T·- V3 • Then if 
G3 (A. ) = (A. - H3)-I, 

(
G3(E)(V1 + V3 )1f/!) ) 

1\IB = If/!) - G3(E)(VI + V3)1f/!) 
(6) 
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is the corresponding HB eigenvector. If E is in the spectrum 
of H3 but does not correspond to the threshold energy of 
some H3 partially bound state or the complete breakup, then 
Eq. (6) still holds with G3(E) = PIE - H3)-I. 

Proof The simplest proof ofEq. (6) is via direct substitu
tion into the HB eigenvalue equation. For motivational pur
poses, we remark that this form of l/I B can be obtained from 
Eq. (5) by noting that, formally, 

(
(1 + GO(E)V3)-1 0) 

(1+M(E))-1 - 1-(1 + G
O
(E)V3)-1 1 

(
G3(E)(E - T) 0) 

= 1 - G
3
(E)(E - T) 1 (7) 

and substituting from Eq. (4) for l/IF' • 
Starting with a modified choice of HF , where V3 now 

appears on the second row, one similarly obtains 

l/I = (IAIf> - G3(E)(Vz + V3)11f». (8) 
B G3(E)(Vz + V3 )11f> 

The consistency ofEqs. (6) and (8) is readily verified. Suppose 
that particles 1 and 2 are identical so that I If) is either gerade 
I If+ > or ungerade 11f- >. Let I Ifit), i = 1, 2 denote the chan
nel components of the corresponding l/If and let P12 be the 
operator which interchanges particles 1 and 2; so 
I If ± > = ± P uI If ± ). Then using the expression for I If fl > 
from Eq. (6) and Ilff2) from Eq. (8), one recovers the pre
viously observed result8 

(9) 

We remark that the l/IF(l/IB) are strictly only eigenvec
tors if their components lie in the three-particle Hilbert 
space [T-(H3_) boundedness of the Vi is sufficient6

]. Then 
the results of Ref. 7 show that since the physical HF and HB 
(weak) eigenvectors include all scattering solutions and their 
spurious (weak) eigenvectors span [l/I: Li I Ifi) = ° l, these 
Hamiltonians are scalar spectral. If the components of any 
l/IF(l/IB) be outside the three-particle Hilbert space, then the 
corresponding E is in the residual (rather than point) spec
trum of HF(H B ).5 

The Hamiltonian HB was first used for H + e scatter
ing lO and since for H z+ ,He, H- bound-state calculations. 8 A 
natural assignment of particles 1,2, and 3 is made so that no 
(1 2) pair bound states exist. The analysis above applies 
where all degrees of freedom are retained, as well as to the 
Born-Oppenheimer (BO) case, where the nuclear kinetic en
ergies are ignored. Except for the BO H z+ case, an infinite 
number of H3 partially bound states exist. 

We now consider 3 X 3 choices of H F and H B corre
sponding to the above system where the existence of bound
state solutions is of considerable theoretical and possible 
practical interest. Here we have 

[
HI ° V

3j [HI VI 
H~ = Vi Hz ° , H~ = V2 H2 

o V 2 H3 V3 V3 

(10) 

that are related through the identity 

(A - H~) = (A - H~)(1 + M'(A)), (11 ) 

where the "spurious multiplier" M'(A) = Go(A )(H~ - H~). 
The familiar integral form of Eq. (11)11 can be obtained by 
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multiplying from the left by G; (A) = (A - H;) - I, where 
(H~)Jj = oJjHi • For a bound state 11f) with E <0, the corre
sponding unique H~ eigenvector is given by (l/I~)k 
= GO(E)Vk I If) for k = 1,2,3.6 From Eq. (11) and the sum
mation condition (a), any corresponding HB eigenvector l/I~ 
must satisfy 

(1 + M'(E ))l/I~ = l/I~. (12) 

If E>O, the expression for l/I~ and Eq. (12) still hold with 
Go(E) = PtE - T)-I (cf. above). Equation (12) motivates the 
following result: 

Theorem 2: Let E # ° be the eigenvalue of some bound 
state 11f> of H. Suppose that Vi satisfy the conditions of Hun
ziker's theorem 12 and guarantee that M'(E) is bounded. (We 
assume T-boundedness for the latter.) Then either there ex
ists a unique eigenvector l/I~ of H~ satisyfing Eq. (12) or H~ 
has a spurious eigenvector with eigenvalue E. In the latter 
case (nonunique), l/I~ exist only if certain biorthogonality 
conditions are (accidentally) met. 

Proof A simple calculation shows that (M'(A If is con
nected. z Consequently, since M'(A ) involves only the free 
Green's function and given the assumptions on V" Hun
ziker's theorem may be applied to prove that (M'(A ))2 is com
pact. 12 Then from Fredholm theory 13 and noting that 
(1 - M'(E ))l/I~ is normalizable, it follows that either 

(1 - (M'(EW)l/I~ = (1 - M'(E))l/I~ (13) 

has a unique solution l/I~, which also satisfies Eq. (12), or 

(1 - (M'(EW)l/I = 0 (14) 

has a nontrivial solution. In the former case, to show that l/I~ 
in Eq. (13) satisfies Eq. (12), one simply notes that 

(1 - (M'(E )fH (1 + M'(E ))l/I~ -l/I~ 1 = o. (15) 

Let PIA, M) denote the M-invariant projection operator 
onto the eigenvectors ofthe operator M with eigenvalue A. 
Then a simple calculation, e.g., using a Dunford contour 
integral representation for the P'S,14 shows that 

P( ± 1, M'(E)) =!(1 ± M'(E))P(I, (M'(E))2), (16) 

which is bounded, since M'(E) is bounded. Thus, if l/I satisfies 
Eq. (14), then either (1 + M'(E))l/I = 0 or (1 - M'(E))l/I = O. 
Suppose first that the former is satisfied for some solution of 
Eq. (14). This is just the familiar condition for l/I to be a 
spurious H~ eigenvector with eigenvalue E.II Second, sup
pose that the latter is satisfied for all solutions of Eq. (14). If 
;' denotes a three-component dual-channel space vector, 
then from Eq. (16) it is clear that all solutions of 
;'(1 - (M'(E)f) = 0' satisfy ;'(1 - M'(E)) = 0'. Thus, from 
Fredholm theory, Eq. (13) still has (nonunique) solutions l/I~. 
Furthermore, the choice of l/I~ biorthogonal to all the above 
;' is the unique solution ofEq. (12). 

Finally, we note that if spurious eigenvectors exist, then 
the corresponding solutions of ;'(1 + M'(E)) = 0' must be 
biorthogonal to l/I~ for there to exist a solution l/I~ of Eq. 
(13). • 

The possibility that physical bound states can be re
placed by spurious solutions has been anticipated from gen-
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eral spectral theoretic arguments. These show that the point 
spectrum of H is contained in the union of the point and 
residual spectra of H (Ref. 5), from which this replacement 
strictly follows only if the eigenvalue of a "missing" bound 
state is physically nondegenerate and not contained in the 
residual spectrum of H. An explicit example of this replace
ment phenomenon has been given in Ref. 15. Of course, a 
similar analysis to that given above follows for the other 
channel-coupling choice of 3 X 3 H ~.-' 

Finally, we remark that if a true three-body potential 
VI23 is included diagonally in the Hamiltonians of Eq. (2), 
then the analysis goes through the minor modifications. For 
those of Eq. (10), the same is true provided the analog of 
Hunziker's theorem with Go{;l ) replaced by 
G 123 (A ) = (A - T - V123 ) - I is valid, and the V, are T + V123 
bounded. A treatment regarding spurious multipliers as in
tertwining operators for pairs of channel space Hamilto
nians, extending the analysis presented here, is given in Ref. 
16. 
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A definition of multipole moments for stationary asymptotically flat solutions of Einstein's 
equations is proposed. It is shown that these moments characterize a given space-time uniquely. 
Conversely, they can be arbitrarily prescribed, i.e., they generate power series for the field 
variables which satisfy the field equations to all orders. Despite their apparently rather different 
origin, they are shown to be identical with the Geroch-Hansen ones. 

PACS numbers: 04.20. - q 

1. INTRODUCTION 

This paper studies the spatial asymptotics of stationary 
vacuum space-times in sufficient detail to draw conclusions 
relevant to their physical interpretation in terms of multi
pole moments. 

Multipole moments at spatial infinity were introduced 
into general relativity by Geroch l and Hansen,2 using ideas 
of conformal compactification of 3-space. These works left 
unproved two conjectures, namely: 

Geroch 'sjirst conjecture: A given (stationary) space
time is uniquely characterized by its moments. 

Geroch 's second conjecture: Given a set of moments, 
there always exists, modulo convergence questions, a space
time corresponding to them. 

In the present work we describe an independent ap
proach to multipole moments which works in the physical, 
rather than a conformally compactified ("unphysical") 
space, and in the framework of which we are able to settle the 
above two conjectures affirmatively. Unfortunately, the 
nongeometric nature of our approach prevents us from suc
cessfully tackling convergence questions of the multipole se
ries. In the compactified picture and for the first conjecture 
(i.e., given a solution which satisfies the boundary condi
tions) this has recently been accomplished by Beig and Si
mon in the static3 and stationarl·5 cases. The method in Ref. 
3 was taken up by Kundu,6 who also treated the stationary 
case. Our present approach, although in this respect outdat
ed by these papers, has interest in its own right for the follow
ing reasons: 

1. It will often be convenient to be able to read off the 
moments purely from the physical metric. 

2. In our setting we can prove the analog of Conjecture 
2, which is still open in the conformally compactified ver
sion. 

3. Our assumptions on asymptotic behavior are sub
stantially weaker than the ones required in a treatment of the 
conformally transformed (unphysical) field equations. 
Whereas we use assumptions of the type <P = 0 (l/rk), 
k = 1,2, ... , for large radii on the various quantities, one in 
most cases needs differentiability conditions at the point at 
infinity in the other approach. For example, the conformal 
metric has to be at least C 4 in order for the theorems in Refs. 
3-6 to apply. This worry about differentiability at infinity is 
only at first sight a pedantry. To illustrate this, consider a 

.) This work was supported by Fonds zur Forderung der wissenschaftlichen 
Forschung in Osterreich, Project No. 4069. 

smooth function <P (Xi) in Euclidean 3-space of the form 

<P(Xi) _ tPo(fl) + tPl(fl) + .,. + tPk-1 (fl) + 0 00(_1_) 
- r r ~ ~+ I ' 

where (r, fl ) are spherical coordinates centered at some ori
gin and thetP"'s are smooth onS 2

• A quantity <P (Xi) is said to 
be 0 00 (f(r)) ifthere is a C 00 functionf(r) such that I <P I,;;; fir), 
lai<P I,;;; laf farl, laA<P I,;;; la2 f farl,····ConsidertheKelvin 
transform If/ of the function <P defined by 

If/(Xi) = (1(r)<P (xiff), r = XiXi' 

For If/ to be COat the origin it is necessary and sufficient that 
tPo is constant on the 2-sphere. If/will also be C I iff tPl is of the 
form tPl(fl) = aini, niES 2

• More generally, for If/ to be C k at 
the origin there will be restrictions on tP, (O,;;;r,;;;k) which, in 
particular, imply that tP, contains spherical harmonics only 
up to order l';;;r. Therefore, differentiability conditions at 
spatial infinity, rather than being merely technical assump
tions on which the study of the asymptotics of the field equa
tions can be based, are an integral part of such an enterprise, 
which, as this paper shows, is itself strongly related to the 
structure of Einstein's equations. 

Something must be said about previous work on (l/r) 
expansion ofmetrics. O'Murchadha7 has developed a meth
od for expanding static metrics which is closely related to 
our approach. 

Thorne's review articleS contains a list of references on 
multi pole expansions. It also shows how complicated expan
sions of a (nonstationary) 4-metric really are. Our work gives 
a rigorous treatment of the stationary case and shows the 
crucial advantages of using Hansen's potentials instead of 
the metric variables. Nevertheless, there is the same underly
ing idea in Thorne's concept of "asymptotically Cartesian 
and mass centered to order N" (ACMC-N)-coordinates and 
in the transformations which we perform in Sec. 3. 

Tanabe9 gave expansions of Hansen's potentials for 
some special metrics in harmonic coordinates. 

Finally, there is our own work on the static lO and sta
tionaryll field equations up to order l/r, of which the pre
sent paper is a systematic extension and improvement. 

In Sec. 2 we introduce the basic field variables and state 
our assumptions on their asymptotic behavior. 

In Sec. 3 we determine the structure of the general r - k 

term of these field variables for a given solution. In order to 
eliminate spurious degrees of freedom we employ a coordi
nate condition which is similar to the deDonder gauge. (In 
the context of equations of motion in general relativity the 
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same condition has been used before by Synge. 12) There 
arises a set of trace-free symmetric tensors (i.e., tensor fields 
constant in this gauge) which we call multi pole moments and 
the first k of which determine everything else in the solution 
upto terms of order r - k. (Theorem 1.) In proving Theorem 1 
we develop an algorithm which, in principle, explicitly ex
presses the metric in terms of the given moments. It seems, at 
first, that we have at the same time established the analog of 
Conjecture 2 in our setting. However, this is not a priori 
obvious since the equations which the metric obeys are not 
really the original field equations, but Einstein's equations 
truncated with our gauge condition. To fulfill our task we 
have to show that the metric we have obtained satisfies this 
gauge condition identically (i.e., for arbitrary moments). 
This is done in Theorem 2. Whereas the algorithm of 
Theorem 1 could be used for generating (1/ r)-expansions for 
a large class of fields, there are some special features ofEin
stein's equations and Bianchi's identities that lead to 
Theorem 2. 

In Sec. 5 we make contact with the Geroch-Hansen 
formulation of the multipole problem. We are able to show 
that, for arbitrary k, there exists a conformal compactifica
tion which renders the unphysical variables C k. (After have 
reached C 4 we could, as Refs. 3 and 4 show, go over to an 
unphysical harmonic chart, thereby making everything even 
analytic in one stroke). With a C k -conformal metric we can 
write down the first k Geroch-Hansen multi pole moments. 
We prove in Theorem 3 that they are identical with ours. 

In Sec. 6 we discuss questions left open by the preceding 
paragraphs. These are: the problem of convergence of the 
multi pole expansion, the uniqueness of coordinates satisfy
ing the gauge condition, the possible use of other potentials 
for multipole expansions, and the independence of the mo
ments under such a change of potentials. 

2. THE STATIONARY FIELD EQUATIONS 

We consider a stationary space-time which is represent
ed by a manifold X and coordinated by! t, x'l. X is topologi
cally I X N where I is the t axis and N is diffeomorphic to lR3 

minus a ball. On X we are given a metric 

ds2 = A. (dt + (J, dX')2 - A. - Iy ij dx'dxj
, (2.1) 

which satisfies Einstein's vacuum field equations. A., (J" and 
Yij (the metric on N) are functions of x'. Tensor indices will be 
moved with Y ij and its inverse y'j. This does not apply to 
indices on coordinates and on constants, i.e., we will write x' 
= x, and Cij ... = C'i··. The covariant derivative with respect 

to Yij will be denoted by D, the covariant Laplace operator by 
.J (y) = D,D '. We use the following symbols for the connec
tion, the Riemann tensor, and their contractions (a k is an 
arbitrary vector field on N): 

D,ak = a,ak - rj'kaj' r': = yjkr'jk' (2.2) 

D{,DJlak = !!JItijkJhah' !JItij = !JItk'kj' .W = !JIt".(2.3) 

Consider the vector field 

OJ, = - A. 2cijkDj~, (2.4) 

where Cijk = c(ijk ) is the permutation symbol 
(c 123 = Idet Yij I I 12). For static metrics, OJ, vanishes identical-
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ly. The vacuum field equations imply (see e.g., Ref. 13) 

D[iOJjJ = O. (2.5) 

Since N is simply connected, there exists a scalar field OJ 
(twist of the timelike Killing vector) such thatD,OJ = OJ,. We 
shall write down the field equations in terms ofa set of varia
bles introduced by Hansen2 

lPM =!A. -I(A. 2 + OJ2 - 1), lPs = 0 -IOJ, 

lPK =!A. -I(A. 2 + OJ2 + 1), 

7ij = 2[ D,lPMDjlPM + D,lPsDjlPs - D,lPKDjlPK], 

One obtains 

.J (y)lP = 27lP 

for each of the lP 's and 

'WIj(Y) = 7ij' 

(2.6) 

(2.7) 

(2.8) 

(2.9) 

For static vacuum solutions in the presence of an electric 
field there is a similar set of variables and equations (see 
Hoenselaers 14). In what follows we consider the structure of 
stationary fields. The treatment of the electrostatic case is 
similar. 

Our asymptotic conditions are as follows: 
Definition: A solution of(2.8) and (2.9) is called a SV 

solution (stationary, asymptotically flat vacuum solution) iff 
there exists a coordinate system on N such that 

lPM = OOO(r- I
), lPs = OOO(r- I

), 

Y'J = Dij + OOO(r- I
). 

(2.10) 

(2.11) 

As in our previous papers, 10,11 we could equally well 
require only finite degrees of differentiability and Holder 
continuity for the metric variables. Since we do not want to 
obscure our results by having to count degrees of differentia
bility throughout the paper we start with 0 00 fields. 

In the following paragraphs we shall frequently employ 
a change of the coordinate system x'. The corresponding 
maps will not necessarily be diffeomorphisms or even de
fined in all of N. It will be clear, however, that at least a 
neighborhood of infinity is mapped diffeomorphically into 
itself and this, for the purpose of asymptotics, is all that is 
needed (compare also Ref. 10). 

3. THE MUL TIPOLE EXPANSION 

Theorem 1: For all SV solutions on N there is a coordi
nate system x' and there are sets ofconstantsAoo., B· .. , ... Goo., 
such that for all nonnegative integers m 

= lP r;;1 + 0 OO(r - 1m + II), (3.1) 

m - I F xa, ... x a, 
lP =" a,···a, + 0 OO(r- lm + II): 

s I~O l!?l+ I 

= lP ~ml + 0 OO(r- 1m + II), (3.2) 

(3.3) 
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(3.4) 

The constants C·· appear only for m;;.3, the constants D··· 
for m;;.4. All constants are symmetric in all their aj indices, 
and D··· is also symmetric in i and). Aa, ... a

m 
_, ' Ba, ... a

m 
_, ' 

Cja, ... a
m

_" Dija, ... a
m

_
4

, Ga, ... a
m

_" and the trace parts of 
Ea, ... a

m 
_, and of Fa, ... a

m 
_, depend on the set 

f!ll : = 'M : = 'tJ [E ] m t a,"'O,_ I a,"'o,_ I 

and 

Sa, ... a/., : = 'tJ [Fa, ... a, ,], 1 ,;;;}<;,m l, (3.5) 

where'tJ denotes the trace-free part with respect to 8ij (for an 
explicit form see Ref. 15) by algebraic relations (linear com
binations of products Ma, ... a, and Sa, ... a/)' These algebraic re
lations are the same for all SV solutions. 

Proof The proof will be carried out by induction with 
respect to m. For m = 0, the theorem is true by the SV as
sumption. The cases m = 1 and m = 2 are treated in Refs. 10 
and 11. We introduce the following functions: 

Yij =8ij +hij' yj=8ij -kij, 

(k ij = hik y"j), hkk : = 8ik hik , 
(3.6) 

(3.7) 

Using the Laplace operators of flat space on the left-hand 
sides, the field equations (2.8) and (2.9) take on the following 
form: 

jj(/> = k ij(/>.ij + F i(/>i + 27(/>, (3.8) 

jjh =2A( .. ) +klk(hkl +hkl -hl"k -h kl ·) I} I.) lj. .1) U.I I .!j 

+2y"'Iy"k(FmijFlhk -FmikFlhj)-27ij' (3.9) 

In order to perform the induction process, we must insert the 
series (3.1H3.4) into the right-hand sides of (3.8) and (3.9) 
and invert the Laplacians with the help of Lemmas A and B 
of the appendix. The essential condition for our success is 
that the right-hand sides are known up to and including or
der r - (m + 3) if the (/> and hij series up to order r - m are insert
ed, since jj increases the order by two. The term 2A(i.)] in 
(3.6) apparently does not meet this requirement: 

A(i.}] = (known terms of order 3 up to m + 2) 
+ 0 OO(r - (m + 3)). (3.10) 

However, the bad 0 OO(r - (m + 3)) remainder does not appear if 
the coordinate system is adapted suitably before each step of 
induction. We will show that the required coordinate trans
formations exist, that they do not destroy the forms of (/> and 
hij up to the known order m, and that the Laplace operators 
in (3.8) and (3.9) can then be inverted. In doing so, we obtain 
expressions of (/> and hij which hold up to order r - (m + I). 

Since we are interested in the general solution, we must ad
mit a contribution from the homogeneous solution in (/> M' 
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(/> s, and h ij of order r - 1m + ]) ((/> K is determined by (/> M and 
(/>s' In (/>M and (/>s these contributions are generated by the 
2m multipole moments Ma, ... a

m 
and Sa, ... a

m
; in hij they will be 

shown to be "pure gauge." In order not to make the compu
tations hopeless Iy complicated, we make use of a special 
technique (s-algebra) which will be used frequently through
out this paper to manipulate expressions of the form (3.11). 
The analysis could also be carried out in terms of spherical 
harmonics, but we choose to work in the Cartesian ap
proach. 

The s algebra 

Let K. .. be a constant and 8 ... the Kronecker symbol. 
The expression 

ai.···juk, ... kd: 

Ki""ioj"'-jb 8k,k, ... 8k, ,k. Xk, • ""X
kd xj'···xjb 

(3.11) 

is called a term of order r- m (order m), m = e - d - b. It 
has/ = a + d "free indices" and a "characteristic number" 
s, an integer which satisfies 

the congruence s (m - (a + b)) modulo 2, (3.12) 

the inequality s<;,m - (a + b ), (3.13) 

and is otherwise chosen arbitrarily. 
In characterizing a term we always try to choose the 

largest possible s, which reflects our information about the 
"8 content" of the term a. The dependence of s on the order 
m has proved to be useful. Using these definitions, we will 
perform addition, multiplication, and differentiation of 
terms of the form (3.11) entirely in terms of the correspond
ing simple manipulations of their m, J, and s values. The 
behavior of m and/under these operations is obvious. The 
(best) s value for the sum of two terms with s] and S2' s] S2 

(modulo 2) is mints], S2)' We will 'never add terms with S]~S2 
(mod2)! 

We can assign s + p to the pth derivative of a term with 
respect to x'. 

Multiplication (with arbitrary contraction of free in
dices) of terms with s] and S2 produces an s] + S2 term. If 
contraction over indices on constants =t=8ij occurs, an even 
number of indices disappears and hence s can be chosen 
greater than s] + S2' 

We consider some examples which are needed in what 
follows. 

(/>M and (/>s, as they appear in (3.1,2), consist of terms 
with/ = 0 and s = 1; hij contains only / = 2, s = 2 terms. 
Moreover, it is easily seen that the series for (/>M' (/>s, and hij 
display the general/orm of terms with these/and s values, 
i.e., every/ = 0, s = 1 term is of the form (Z ... constant) 

?k+ ] 

and every! = 2, s = 2 term is of theA···, B .. ·, C"" or D··· type 
(arbitrary constants) which appears in (3.4). 

k ij = 8ij - y'j must be of the same form as hij' This can 
be seen as follows. Assume that k ij has s = 2 terms up to 
order m, and compute order m + 1 with the recursion for
mula 
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k ij-h /j 
- ij - hi/k . (3.14) 

Because hik is 0 (r- 2
), terms from k /j of at most 0 (r - m + I) 

contribute to the second term on the right-hand side. The s 
value of the right-hand side is min(2, 2 + 2) = 2. Therefore 
k ij can also be written in the form (3.4) with constants 
A'···,···D'.··. 

We begin the induction proof. Our assumptions read 
1. Up to order m, 4>M' 4>s, and hi]' assume the forms 

(3.1), (3.2), and (3.4). 
2. The coordinates can be chosen such that Ai 

= 0 OO(r- 1m + 21). 

Our task is to show 1) and 2) for m + 1. Consider the equa
tion 

(3.15) 

From the proof of Lemma 2 of Ref. 10 for m = 0 and our 
Lemma A (Appendix) for m > 0 there exist solutions 

/; = O OO(ln2r) for m = 0, 
(3.16) 

(Note that for m = 0 we can add to/; an arbitrary constant 
a', thereby fixing the origin to which the multipole moments 
will be related.) The logarithmic form of/; will in general 
lead to corresponding logarithmic terms in the 0 00 re
mainders of the field variables. These, however, will all dis
appear finally. So, in what follows, we simply write In*r for 
some finite power ofln r in order to allow a unified treatment 
for all m»O. Under an arbitrary coordinate transformation 

(3.17) 

we have 

Ai = Yjk,7Pipk mP' m 
1- p' k , + - p' k (3 18) - iYjk,7 iP mP m Yik iP mm' • 

Hence, Ai behaves as follows under Xi = Xi + Ji(X1) with/; as 
above: 

Ai(X) = Ai(x) - LlJ;(x) + 0 00 (In*r/rm + 3) 

= 0 00 (In*rrr''' + 3). (3.19) 

In the new coordinates Assumption 1 reads (omitting bars) 

4>M(X) = 4> ~I(x) + 0 OO(r - 1m + II), 

4>s(x) = 4> r'1(x) + 0 OO(r - 1m + II), 

hij(x) = h \j1(X) + 0 OO((ln*r)r- 1m + II). 

(3.20) 

(3.21) 

(3.22) 

The quantities on the right-hand sides of (3.8) and (3.9) take 
on the following forms: 

rijk = [known terms with s = 3 of order r- 3 up to r - 1m + II] 

+O"'((ln*r)r- lm + 21 ) (3.23) 

Ai = 0 OO((ln*r)r -1m + 31) (3.24) 

r
i 

= [s = 5; r- 5 ••• r- 1m + 21] + 0 00 ((In*r)r - 1m + 31). 

(The definition of s was explained above; the brackets 
do not appear for low values of m.) 
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(3.25) 

Expanding 4> K: = ~(l + 44> ~ + 44> ~ ) 1/ 2 one obtains 
(3.3). According to the definition (2.7) of 7 ij , we have 

7ij = [s = 4; r- 4 
.. ·r- 1m + 31] + 0 "'(r- 1m +41). (3.26) 

We insert in (3.8) and (3.9) and use a little "s algebra." We 
obtain 

Ll4>M = [s = 5; r- 4
• •• r- lm + 31] + 0 '''((In*r)r - 1m + 41), 

(3.27) 

Ll4>s = [s = 5; r- 4 ···r- lm + 31] + 0 OC((ln*r)r 1m + 41), 

(3.28) 

Llhij = [s = 4; r- 4 
•• ·r -1m + 31] + 0 oc ((In*r)r '1m + 4 1). 

(3.29) 

In the brackets in (3.27)-(3.29) we now use the induction 
hypothesis for terms up to order r - 1m + 21 and s algebra for 
order r .. ' 1m + 31. This yields 

+ 0 OO((ln*r)r- lm + 41), (3.30) 

+ 0 '''((In*r)r' 1m + 4)), (3.31) 

Llh = Llh Iml + a,··a", , 
[
x'xjJ Xa,···XU'" , 

ij 1) ,:z.m +4 

+ IjG1'··Q", 1 vv N. Xu'''·X
a

", '] +O_(r"'ln*+r
4

). 

?m (3.32) 

The constants appearing in (3.30)-(3.32) are certain linear 
combinations of products of the cOnstants in 4> r;J1, 4> ~ml, and 
h ~jl, which, in turn, depend only on M, M i , ... , Ma, ... a", , and 
S, Si' ... , Sa, .. a,,, , by the induction hypothesis, Again, the 
equations simplify for small m. 

In order to determine Ll - I of the expressions in brack
ets, we use Lemma B; for the 0 '" remainders, Lemma A. 

Finally, by comparison with the induction hypothesis, 
we obtain: There are constants 

Pal ···a", l' Qal .. ·a",) , A GI ···a", I' 

Bal ···a", I' Cio, ... a", l' Dija, ... a", I' 
which are symmetric in the ak as well as in I and) and there 
are constants 

which are, in addition to the properties above, trace-free in 
ak , such that 

(p b + M )xa, •• ·xu
", 4> = 4> 1m) + la,"'a,,,, a", ,a",1 a,"'a,,, 

M A1 rm + I 

+ 0 ~((ln*r)r- 1m + 21), (3.33) 

+ 0 '''((In*r)r- Im + 21), (3.34) 
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+ terms with B···, C···, D···, 

Now we define 

Ea, ... a_ : = Pla, ... a_ ,Da_ ,a_I + Ma, ... a_, 

Fa, ... a
m

: = Qla, ... a __ , Da_ ,a_I + Sa, ... a_, (3.36) 

(3.37) 

and write 

<PM = <P t;; + II + 0 ''''(In*r)r -1m + 21), (3.38) 

<Ps = <P ~m + II + 0 ''''((In*r)r -1m + 21), (3.39) 

h = hi.':' + II + tim + II + 0 ''''((In*r)r -1m + 21). (3.40) 
l) I} lj 

Because of the gauge condition (3.24), 

(hi,:,+II_ID.hlm+II). = _(tl.m+II_ID.tlm+II). 
'J 2 IJ kk.J IJ 2 'J kk .J 

(3.41) 

must hold. Compare the 0 "" (r - 1m + 21) expressions in this 
equation! The terms on the left-hand side have SL = 3, the 
terms on the right-hand side, however,sR = 0. SincesL - SR 
is odd, or, since both sides have different parity under space 
reflection Xi-+ - Xi, both sides must vanish identically. 
Therefore, t t' + II satisfies the requirements of Lemma C; 
accordingly there is a function gi (gi = 0 "" (r - m), .:1gi =0) 
such that 

(3.42) 

We now introduce new coordinates Xi = Xi + i(xj
), thus dis

posing of tij without affecting anything else in (3.38), (3.39), 
(3.40), and (3.24). In order to get rid of the logarithmic terms, 
too, we carry out all steps of the present proof once more, 
starting with the new <PM' <Ps , hij' andA i • Nothing happens, 
except that we must put m + 1 instead of m and higher pow
ers ofln r in the 0 "" remainders everywhere. We obtain, in a 
new coordinate system, which we call Xi again, 

<PM = <Pt;;+21 + 0 ''''((In*r)r- Im + 31) 

= <P t;; + II + 0 ""(r- 1m +21), (3.43) 

<PS = <P ~m + 21 + 0 ''''((In*r)r - 1m + 31) 

= <P ~m + II + 0 ""(r -1m + 21), (3.44) 

hij = h t' + 21 + 0 ''''((In*r)r -1m + 31) 

= h ~j + II + 0 "" (r - 1m + 21), (3.45) 

Ai = 0 ''''((In*r)r -1m + 41) = 0 ""(r -1m + 31). (3.46) 

It is clear that <PK behaves as it is quoted in the theorem, too. 
This ends the proof. 0 

Choosing m = 3 in the preceding theorem, we obtain 
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(3.48) 

(3.49) 

- (corresponding terms with S,Si) + 0 "" (:4 ). 
(3.50) 

Of course, one would like to proceed with this explicit pre
sentation of the expansions to arbitrary high orders. The 
theorem does not display the constants in detail since we 
have intentionally and successfully avoided cumbersome 
computations. Following this principle, we shall only give a 
simple example: the Taub-NUT metric l6 given by 

r - 2mr-/ 2 

ds2 = r 2 (dt + 2/ cos e d¢ )2 
+/ 

r r + /2 2 dr - (r + /2)de 2 + sin2 e d¢ 2). 
-2mr-/ 

(3.51) 

We restrict ourselves to the stationary domain N, 
r> m + (m 2 + /2)1/2 and introduce the new coordinate 
p = r - m (t and the angles remain unchanged) and the ab
breviation e2

: = m 2 + /2. Then Hansen's potentials are 

(3.52) 

(3.53) 

Using Cartesian coordinates (x = p sin e cos ¢, 
y = p sin e sin ¢, z = p cos e ) the spatial part of the metric 
simply reads 

" 2 4" 2 i' Yij =Uij - (e / p )(UijP -xxi). (3.54) 

By comparison with (3.50) it is obvious that Ai-O, i.e., we 
have found "good" coordinates at one stroke in this case. 
The parameters m and / can readily be identified with - M 
and - S, respectively. Note, that (3.52) and (3.53) are con
vergent precisely on the stationary domainp > e. We remark 
that a similar treatment of the Reissner-Nordstrom metric 
in the electrostatic case is possible. 

4. ON GENERATING SOLUTIONS WITH ARBITRARY 
MOMENTS 

Theorem 2: To every given set 9 m (3.5) of symmetric, 
trace-free matrices there are corresponding fields <P t;;1, <P ~m), 
and "Itjl satisfying the asymptotic conditions (2.10) and (2.11) 
and obeying the field equations up to terms of higher order in 
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the sense that 

.:1 (rm))1P ';;) = 2rlm)1P ';;) + 0 00 (r - (m + 3)), 

.:1 (rm))IP~) = 2rlmlIP km) + 0 OO(r - (m + 3)), 

&t(m) = ~~) + 0 OO(r- (m + 3)) 
lj IJ 

(4.1) 

(4.2) 

(4.3) 

(&t(m) and ~.m) are formed from AA.m) = tJ .. + h (~), IP (Mm) and 
I) lj r lj lj lJ 

IPkm
).) 

Proof By the procedure described in the preceding 
paragraph, one can, order by order, find functions IPM' IPs, 
and Yij which satisfy (4.1) and (4.2) but, instead of(4.3), its 
"truncated" form 

&t(~) = ~~) + A (~) + 0 OO(r - (m + 3)) (4.4) 
IJ IJ (/.J1 • 

For this purpose, one inserts, in the mth step, (3.1), (3.2), and 
(3.4) into the right-hand sides of (3.8) and (3.9) with "2AU•

J1
" 

omitted in the latter. Then, one inverts the Laplacians with 
Lemma B, adds 

Ma, ... am xa, .. ·xam 

rm + 1 

to the mass potential and 

Sa, ... am xa, .. ·xam 

rm + 1 

to the angular-momentum potential. 
We cannot solve the full equation (4.3) by this method 

because of (3.10) and the remarks made there. But now we 
cannot just impose the gauge condition 

A 1m ): = (h ~m) - !tJijh ~'ZL = 0 (4.5) 

since the generation process described above is already well 
defined without it. 

Fortunately, A 1m ) which results from this process van
ishes automatically for every m. In order to show this, ob
serve that r\j) satisfies 

DJ(ml.r':j) = !D ~m)rlm) + 0 00 (r - (m + 4)) (4.6) 

by virtue of (4.1) and (4.2) and IP ~ + IP ~ - IP i = -!. 
On the other hand, the contracted Bianchi identity 

must hold "up to higher order" for &t':j): 

DJlm)&t(m) = lD (m)&t(m) + 0 OO(r- (m +41) (4.7) 
I) 2 t • 

All this gives 

DJ(mIA (ml = lD (.ml(.):/(mIA (m)) + 0 OO(r - (m + 41) (4.8) 
(/,J) 2 I r k.1 

which, in turn, implies (.:1 is the flat Laplacian) 

LlA 1m ) = kJl(m)A 17/ + 2r k(m lA iZ'k) + Ooo(r-(mH)). 
(4.9) 

We know that kJ/(m) = O(r-I),rk(ml = O(r- 2),andA 111=0. 
Assume, as induction hypothesis, that A \P)=O for some p. 
Then, using the definition of A \p + I) in terms of r: + I) (and 
"s algebra") we have, 

A (.p+I)= 
I 

(4.10) 

for some constants U .. · and v .. ·. 
On the other hand, (4.9) and A Ip+ I) = 0 OO(r- (p+ 21) 

imply.:1A Ip+ II = 0 OO(r-(P+S)). Using Lemma A, we obtain 
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(4.11) 

for some constants W .. ·. Since the terms in (4.10) and (4.11) 
have different parity under space reflection Xi_ - Xi, U· .. , 
V,,,, and W .. · are O. Hence A 1m ) 0 for every m. 0 

5. THE CONNECTION WITH THE GEROCH-HANSEN 
MOMENTS 

In slight extension of the original definition due to Ger
och I we adopt the following 

Definition: 
1. A space-time Tv is called C k -compactification of N, if 

Tv consists of N plus a point A and if there isa C oo-functionn 
and a C k-metric r ij on Tv such that 

(5.1) 

(5.2) 

2. Assume in addition that ;PM: = n -1/2IPM and;Ps: 
= n - 1I2IPs , both extend to C k-functions on Tv. 

The following set of symmetric, trace-free tensor fields 
can now be defined (cg denotes the trace-free part with re
spect to r ij)' 
PM = ;PM' 

P Ma''''a, ., = cg [ jj a, P Ma,"'a, " - ~r(2r - 1)~ a,a, P Ma,"'a,., ], 
(5.3) 

and analogously, PSa, ... a,+, can be constructed from ;Ps. 
PMa, ... a" and Psa, ... a, are defined provided r<,k. Their values 
at A, Ma, ... a, and Sa, ... a" are called 2' mass- and angular
momentum moments, respectively. 

Theorem 3: Our manifold Nwith metric (3.4) has a cm_ 
compactification. ;PM = n - 1I21PM and ;Ps = n -1/2IPS 
(where IPM and IPs are the fields of Theorem 1 or Theorem 2) 
extend to C m - I functions on Tv. For all r<,m - 1, we have 

(5.4) 

Proof Define a differentiable structure by calling Xi 
= r- 2x i good coordinates on Tv = NuIJ = 0) and choose 
n = r. We obtain 

-- m -1 1 -i _j <Xl 

IPs = L ,. Fi''''i,X ' .. ·x' + 0 (7"), 
I~O I. 

and, using Jxi/Jxi = r(tJij - 2Xix/r), 
M 

Y- .. = tJ + ~ (xix!A . Xi''''Xi" 
lJ I) L '.' .. '/2-

I~ 2 

where 

/i .. ·=A ... +4D ... , 

c· .. = C .. ·+4D .. ·, 

Ii .. · = B .. ·, 

Jj ... =D .. ·. 

(5.5) 

(5.6) 

(5.8) 

The conformal factor r is easily seen to satisfy the Geroch 
conditions (5.2). 

It remains to show (5.4). Once again, we use "s alge-
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bra," which will first be adapted to the new coordinates in 
order to have always positive values for m. The expression 

where c - e=O (mod 2) and c - e;;;'O, is called term of order 
m = b + d - e with! = a + d "free indices" and "charac
teristic number" s, where 

s m - (a + b ) (mod 2), 

s<,m - (a +b). 

(5.10) 

(5.11) 

Under arithmetic operations, m and s behave as before but 
differentiation with respect to Xi now reduces the values of m 
ands. 

According to this definition, ~M and ~s have s = 0-
terms, hij = r ij - oij has s = 2-terms, the connection r ~k 
has s = 1, and i!J? ij consists of s = O-terms. We prove by in
duction that the tensor fields P"', which appear in the Ger
och definition (5.3) can be written as follows 

Pa, ... a, = C(J [aa, ... aa, ~ ] 
+ [trace-free terms with s = - k + 2] 

+ 0 "'(P). (5.12) 

The first term on the right-hand side hass = - k. Note that 
the trace-free part in (5.12) is taken with respect to oij(C(J) 
rather than rij(~)' For k = 0 and k = 1 the statement (5.12) 
is trivial; for k = 2 it is easily shown. We may assume that 
(5.12) is valid for Pa, ... a, , as well as for Pa, ... a, . !::or k + 1 
indices we obtain from (5.3) (using C(J instead ofC(J) and from 
the induction hypothesis, 

Pa, ... a, ., = C(J [Da, Pa" .. a, ., -!k (2k - 1)i!J? a,a,Pa, ... a,. , ] 
+ o "'(r) 

= C(J [a P - r j P - .•• 
QI U2°··a /.. t 1 a.a 2 Ja~···ak -+ 1 

- !k (2k - 1)i!J? a,a,Pa, ... a, ,, ] + 0 "'(r) 
= C(J [a C(J [a ... a ~ ] 

Q. a 2 Uk t I 

+ terms withs = -k + 1] +O"'(p) 
= C(J [a a .. ·a ~ ] a. 02 a k t I 

+ [tracefree terms with s = - k + 1] + 0 '" (P). 

(5.13) 
This proves (5.12). Hence we have, for Geroch's 2k-mo-
ments, 

Pa, ... a, I A = CtJ [aa, ... aa, ~ ] I A + Ya, ... a, . (5.14) 

From (5.5) and (5.6) we see that the first term on the right is 
equal to Ma""a, for ~ = ~M and Sa, ... a, for ~ = ~s. The 
constant Ya, ... a, has k indices, but s = - k + 2. This is only 
possible if Ya, ... a, contains at least one unit matrix: 

(5.15) 

Moreover, Ya, ... a, must be trace-free; therefore, it vanishes. 
We have then proved that our constants agree with the mul
tipole moments defined by Geroch and Hansen. 0 

6. DISCUSSION 

Our treatment so far has avoided certain questions to 
which we now tum. 

Most pressing is, of course, the question as to whether 
our asymptotic series converge. This problem splits into two 
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parts. 
The first part consists in asking whether, for sufficiently 

large radius, the series in (3.1)-(3.4) converge when <PM' <PS' 
Yij belong to a given solution of the field equations. As we 
have seen in the preceding paragraph, there always exists for 
such a solution a Ck-Geroch compactification, when fl is 
chosen to be r. It is easily seen by the same methods that we 
could just as well choose 

fl =!B -2[(1 + 4<P~ + 4<P~)1/2 - 1], (6.1) 

whereB 2 = M2 + S2(assumingM2 + S2#0). Using there
sults of Beig and Simon4 it follows that, by a change of the 
unphysical chart, all unphysical variables can be made ana
lytic. This proves that "some" multipole expansion con
verges, but not necessarily the one given in (3.1 )-(3.4). Still 
we expect this to be true. 

Even harder is the second part where we just assume 
that we are given the moments (3.5) in the expansion (3.1)
(3.4) and ask for conditions on the 2k-moments for large k 
such that these series converge (in which case, they would 
also form a solution to Einstein's equations, by Theorem 2). 
The corresponding result in Newtonian theory suggests that 

I Ma, ... a, I <,AC\ I Sa, ... a, I <,AC k (A, C positive numbers) 
(6.2) 

might be the appropriate convergence criteria. However, 
convergence is in general far from being obvious, even if only 
a finite number of moments is nonvanishing. Although there 
are only a few types of terms in the expansions of <PM' <P s, 

and Yij' the number of terms explodes rather quickly when 
the fields are expressed in terms of multipole moments 
[(3.47)-(3.50)]. So the desired result can presumably not be 
inferred from mere counting of the number of these terms. 

Another question is raised by our coordinate-depen
dent approach to multi pole theory. Given a space-time ofthe 
form (3.1 )-(3.4), satisfying the gauge condition (3.19), is there 
still a remaining coordinate freedom by which these mo
ments could be changed? It is well known that the most gen
eral transformation which preserves the Euclidean metric oij 
is 

(6.3) 

where R j and ai are a rigid rotation and a translation. Simi
larly, we expect all transformations Xi = pi(Xk) which pre
serve asymptotically Euclidean metrics (2.10) and (2.11) to 
be of the form 

(6.4) 

where gi(Xk) = 0 '''(In*r). Assuming this and also Ai(Xk ) 
= 0 "'(r - 1m + 3)) and Ai(Xk ) = 0 "'(1'- 1m + 3)), essentially the 

same methods as the ones used throughout this paper enable 
us to show 17 that gi = a i + 0 '" (r - m). So, if (6.4) holds, the 
mth order solution [which satisfies Ai = 0 '" (r - 1m + 3))] is 
affected only by a rigid rotation and a translation. It is easily 
seen that these change the multipole moments in precisely 
the same way as Euclidean motions in flat space change the 
Newtonian moments. Of course, this can be shown in the 
geometric approaches, too (see Geroch I and Beig5

). 

A third question comes from the observation that the 
Hansen potentials <PM and <Ps are particularly well suited 
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for our task, but not necessarily singled out. There is the 
following result. 

Theorem 4: Let FA (XB ) (A, B = 1,2) be two smooth 
functions of XI' X 2 in a neighborhood of (0, 0) which satisfy 

-- =OAB aFA I 
aXB (0.0) 

(6.5) 

and 

(6.6) 

Then <P M: = FI(<PM, <Ps) and <P~: = F2(<PM, <Ps) have mul
tipole expansions of the same form and give rise to the same 
multipole moments as <PM and <Ps. 

Proof Because of the requirements on F I , F2 there are 
the following convergent Taylor expansions for <P M' <P~: 

<P M = <PM + C30<P ~ + C21 <P ~<Ps 

+ C12<PM<P 1 + C03 <P ~ + "', 
<P ~ = <Ps + D30<P ~ + D21<P ~<Ps 

+ D12<PM<P 1 + D03<P ~ + "', 
where C af3 and Daf3 are constants. 

(6.7) 

(6.S) 

Inserting the series (3.1) and (3.2) for <PM and <Ps it is 
easily seen (i.e., by using "s-algebra") that <P M and <P ~ have 
expansions of the same form and that the nonlinear terms 
above get absorbed into the trace terms of <P M and <P ~. 
Hence their multi pole moments cannot be affected. 0 

As an application of Theorem 4 consider, in the static 
case, the one-parameter family of potentials Ua defined by 

(6.9) 

The limit a-o exists and is equal to 1ln A. Hence, we have 

Ua = (1/2a) sinh(2aUo), a;>O. (6.10) 

Ua satisfies the field equations 

..1 (Y)Ua = 2a2&;Ua, (6.11) 

(6.12) 

Obviously, they take on their simplest form if Uo is used. The 
potentials used by Geroch, I Hoenselaers, 14 and Hansen2 re
duce, in the static case, to U I / 4 , U1/2' and U I , respectively. 

Since/IX) = (1/2a) sinh 2aXisananalytic,antisymme
tric function and d/ / dX I x ~ 0 = 1, Theorem 4 can be ap
plied: All members Ua of this family have multipole expan
sions producing the same set of moments. 

Finally we should emphasize that our asymptotic con
ditions have been stated in terms of <PM' <Ps , and Yij' The full 
metricgl'v can be reconstructed from them if Eq. (2.4) can be 
solved for U i • This, as shown in Ref. 11, can be done iff the 
angular-momentum monopole ("dual mass") S vanishes. 
This is not the case for our Taub-NUT example: To write 
down gl'v in this case one has the choice of, either, admitting 
angular ("wire") singularities in the metric or dispensing 
with asymptotic flatness. All this is, of course, well known. 
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APPENDIX 

Lemma A: On N, we are given a function 

p(Xi) = 0 oo( lnqr), p, q = 0, 1,2 .... 
r" + 3 

(AI) 

Then Poisson's equation (..1 is the Flat Laplace operator) 

..1<P = 41T P (A2) 

has a solution <P (x) on N which vanishes for r __ 00, and every 
such <P (x) has a multipole expansion up to order p, i.e., there 
are symmetric, trace-free constants Q, Qi, ... ,Qa, ... a, such that 

<P (x) = 0 OO(r- 1 lnq + Ir) for p = 0, (A3) 

+Ooo(lnq+lr) forp;>l. (A4) 
r"+ I 

Proof Every solution of..1$ = 0, which vanishes for 
r--oo, has a multipole expansion of the form (A4) up to arbi
trary orders. IS It remains to show that the Poisson equation 
above admits some solution <Pspecial of the form (A3), (A4). 
This is a special case of Lemma 5 of Meyers. 19 There is also a 
way to prove this lemma by generalizing the method given in 
Refs. 10 and 11 in the cases p = 1 and p = 2. In this case, one 
proceeds by showing that 

<Pspecial (x) = - i p(x) , d 3X ' (A5) 
N lx-xl 

has the desired properties, and this can be done by using the 
inequality 17,20 

(A6) 

where w;>O, It I,;;; l,p;> 1, and P, is the Legendre polynomial 
of degree I. 0 

Lemma B: The equation 

x ···X 
..1<P = a, a" k = 0,1,2 ... , n;>2k + 2 (A7) 

r" + 2 

has a solution of the form 

x ... x 0 x ···X ) <P =A
k 

a, a, +A
k

_
2 

(a,a, a, a, + '" 
r" r" - 2 

o r"-k 

{

A O(a,a,Oa,a •... Oa,_, Oa,) if k is even, 

+ 0 0 x (AS) 
A (a,a,··· a,_,a,., a,) ifkisodd. 

I r"-k+1 

Proof Let..1 act on <P given above, use 

..1 xa, ",xa, = k(k _ 1) o(a,a,xa, ... xa,) 
r" r" 

x ···X + n(n - 2k _ 1) a, a" (A9) 
r" + 2 

and compare the coefficients with (A 7). 
There results a system of equations inA" n, and k which 
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has a solution in the case n>2k + 2. 0 
Lemma C: Consider a symmetric tensor field tij on a 

simply connected region of R3 satisfying 

Lltij = 0, (AlO) 

(tij - ~8ijtkk).j = O. (All) 

Then there exists a field gj (with Llgj = 0) such that 

tij =gj,j +gj.j' (AI2) 

Iftij = 0 "'(r~ 1m + 1)), m>O,gj can be chosen to beO OO(r~ m). 

Proof Because of the symmetry of tjk' the field r ijkl : 

= a [j tj] [k.l ) has the same symmetry properties as a Riemann 
tensor. Moreover, from (AlO) and (All), we have 

r'jil = !(Yil - ~O'IYmm),ij 
+ !(Yij - !OijYmml.iI - !LlYjl = O. (Al3; 

Since r ijkl has all the symmetries of a W ey I tensor and the 
dimension of space is 3, it must vanish identically. This 
means that the integrability conditions for the existence of a 
field u ij are satisfied such that 

U 'J,k = W ij,k - tjk,j + t kjJ ). (AI4) 

It follows that 

(uij + Uji),k = tij,k' (AIS) 

tij = uij + up + const. (AI6) 

But we can always set the constant equal to 0 by a redefini
tion of u'J' From (AI4) we also infer that 

Uj[j,k ] = 0 (Al7) 

which gives rise to the existence of gj satisfying 

Uij =g'J' (AI8) 

Together with (AI6) this gives (Al2), and (All) implies Llgi 
= O. We have only integrated functions and one-forms in 

this whole argument which we can do globally since our 
domain is simply connected. If no fall-off conditions on tij 
are imposed it is easy to show thatg i is determined uniquely 
up to addition of cij.xi + d" where cij = - cj' and d, are con-
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stants. If t ij vanishes for r_ 00, then, from Lemma A, we 
have 

t=--'!....+O°° -T (1) 
IJ r r ' (AI9) 

but the constants Tij must vanish by virtue of (All), so tij 
= 0 "'(r~2). In this case there is available the following ex

plicit formula for g,: 

g,(x) = - XjXk foO AUjk,i(XA) dA 

(A20) 

Hence, g, = 0 "'(r ~ m) if tij = 0 OO(r ~ 1m + 1)) for all m>O. 0 
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The compatibility of the hypoelastic-Synge (isotropic case) and hypoelastic-Carter and Quintana 
(fully isotropic case) almost-thermodynamic material schemes with the relativistic 
incompressibility condition, given by Ferrando and Olivert, is analyzed. The behavior of those 
schemes in Born-rigid motion is also studied and an additional stipulation is joined to the Born 
rigidity concept. This requisite leads to the vanishing of the relativistic stress tensor spatial 
variation and, in hypoelastic-Carter and Quintana and hypoelastic-Maugin almost
thermodynamic material schemes, leads to the absence of mechanical power originated by 
internal rotation. The rigidity definition that is proposed remains valid for more general almost
thermodynamic material schemes, as far as the compatibility with the incompressibility condition 
quoted above is concerned. 

PACS numbers: 04.20. - q, 04.40. + c 

1. INTRODUCTION 

This paper is a continuation of the work of Ferrando 
and Olivere in which a definition of incompressibility in 
general relativity is given for almost-thermodynamic materi
al schemes. That concept reproduces the known one for per
fect fluids. In this direction, a new step is to study the con
cept of rigidity. This notion is treated in the present work. 

Here we establish a study of the rigid motions in the 
almost-thermodynamic material schemes in order to verify 
the absence of perturbations in them and to fulfill the incom
pressibility condition suggested in Ref. 1. 

First, one works in hypoelastic schemes inasmuch as, at 
first sight, it looks as though the application of the Born
rigidity definition to a Hooke's law of general type must lead 
to the vanishing of some kind of variation of the relativistic 
stress tensor and thereby to the incompressibility condition. 
Subsequently, the general case is considered. 

In Sec. 2 we introduce three classes of hypoelastic al
most-thermodynamic material schemes: the Synge's case, 
the Maugin's and the Carter and Quintana's case. Following 
the line suggested in Ref. 1, we study the associated principal 
shock waves speeds. The corresponding results are given in 
Theorem 2.1, for the Synge's case, and in Theorem 2.2, for 
the Carter and Quintana's one. Section 3 is devoted to prov
ing the compatibility of the hypoelastic almost-thermodyna
mic material schemes with incompressibility. In every case, 
we get satisfactory results. 

The Secs. 3 and 4 analyze the behavior of the Born rigid
ity and its possible insufficiencies. Theorem 4.1 shows us 
that this hypothesis is enough to prove the absence of shock 
waves due to the infinitesimal discontinuities of the 4-veloc
ity of the scheme. Hence, the Born rigidity satisfies our pur
poses. Therefore, according to Theorem 4.2, the hypoelastic
Synge, Born-rigid, almost-thermodynamic material 
schemes, are incompressible. This is not true, however, for 
the hypoelastic-Carter and Quintana almost-thermodyna
mic material schemes or for the Maugin ones in Born-rigid 
motion (Propositions 4.3 and 4.4). 

In Sec. 5, one introduces the concept of rigid almost
thermodynamic schemes, which includes the Born-rigidity 

one and adds the vanishing of the spatial change of the rela
tivistic stress tensor. With this concept, one attempts to solve 
the problems which appeared in Sec. 4. The work concludes 
with an analysis of the Born-rigidity and irrotationality con
sidered together in an almost-thermodynamic material 
scheme. We prove a theorem which characterizes them geo
metrically. 

Before going into the subject, we'll explain some nota
tions. 

According to Lichnerowicz2 and Sachs and WU,3 the 4-
dimensional space-time manifold M will be pseudo-Rieman
nian and hyperbolic, i.e., endowed with a metric tensor field 
g of signature (3,1), connected, of Hausdorff type, and orien
table. The linear connection V is the unique one that M pos
sesses, compatible with g, and without torsion. The coordi
nate X4 of a point, belonging to a coordinate neighborhood of 
a given local chart F, coincides with the coordinate time in 
the system described by F. 

The tangent space at pEM is represented by TpM. The 
measure units have been chosen so that the light velocity in 
the vacuum has the constant value 1. 

Everywhere, the indices represented by Latin letters 
take values from 1 to 4; the Greek ones are restricted to the 
values 1,2,3, unless explicitly noted. 

When we use the concept of spatial tensor in a material 
scheme D, we are hinting that it is orthogonal to the 4-veloc
ity of D. 

Finally, when we write Born-rigid almost-thermodyna
mic material schemes we want to indicate that we are dealing 
with rigid motions, which are completely compatible with 
elasticity hypotheses. 

2. HOOKE'S LAWS: PRINCIPAL ELASTIC WAVES 

We present in this section some definitions of elastic 
schemes that have been proposed in the relativistic litera
ture. In our study, we'll consider an almost-thermodynamic 
material scheme D in the space-time manifold M as it ap
pears in Ref. 1; i.e., D is a domain of the space-time in which 
is defined a second-order tensor field T (energy-momentum 
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tensor) that is normal and such that if u is its 4-velocity vec
tor and - p the associated eigenvalue, p> O. We'll admit 
besides the Taub hypothesis,2.4 

p = r(1 + E) (2.1) 

where p is called the proper mass-energy density of the 
scheme, r its matter density, and E its specific internal ener
gy. 

As is known, in every elastic scheme a relation is estab
lished between the relativistic stress tensor t-spatial projec
tion by means of Eckart tensor Y = g + u ® u of the energy
momentum tensor-and the strain rate tensor of the scheme 

(2.2) 

where £u symbolizes the Lie derivative with respect to the 4-
velocity u of the tensor that follows it. 

Henceforth, that relation is considered linear and the 
scheme is called hypoelastic. 

We show, at first, the Hooke's law suggested by Synge,5 
which can be expressed as 

V u tij = Cijkl d kl, (2.3) 

where V u is the covariant derivative with respect to the 4-
velocity of the scheme and is given by the linear connection V 
of the space-time manifold. The tij and d kl are the compon
ents of the relativistic stress tensor and the strain rate tensor, 
respectively. 

The elastic tensor Cijkl presents the symmetries 

C(i}l(kl) = Cijkl = Ck1ij (2.4) 

and, in the isotropic case, has the form 

Cijkl = - Agijgkl - p(gijgjl + gilgjk)' (2.5) 

where g is the metric tensor in M, A, and p the Lame coeffi
cients. 

Maugin,6 suggests a hypoelastic almost-thermodyna
mic material scheme in which the Hooke's law is given by 

yk/Yj£utkl +tijd\ =H/I(t,r)dkl , (2.6) 

d k k the expansion rate and Hij kl the mixed components of a 
spatial tensor (elastic tensor) linear function of r. Hereafter, 
we consider the H tensor in the form H = rC without any 
dependence of the relativistic stress tensor, and in which 

Cijkl = - AYijYkl - P(YikYjI + YilYjk) (2.7) 

(zero-order hypoelastic schemes). 
Lastly, we refer to the hypoelastic-Carter and Quintana 

schemes. 7 The Hooke's law is expressed in those schemes as 

(2.8) 

and the elastic tensor E presents, in the fully isotropic case, 
the local form 

Ek1ab = ~yklyab + ~B(yklayh)1 _ jyklyab), (2.9) 

A and B being the Carter and Quintana elastic scalars. 
By setting, in Eq. (2.9), 

A = A /9 - B /15 and P = B /10, (2.10) 

we can see that the Carter and Quintana elastic tensor - E 
coincides formally, but for the choice of coefficients, with the 
Maugin one. 

Now, in order to study subsequently the incompress-
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ibility and the rigidity in hypoelastic schemes, our purpose is 
to obtain the principal shock wave speeds I in hypoelastic 
almost-thermodynamic material schemes. We'll use the Ha
damard discontinuities method as it is used in Ref. 1. For 
other questions about the relativistic waves in almost-ther
modynamic material schemes, the same reference may be 
consulted. 

Besides the suitable Hooke's law in each case, we often 
use the conservation equations and the continuity one 

(2.11) 

in the following form, that may be derived easily from Eqs. 
(2.11): 

and 

uiVir + rd\ = 0, 

where fis the tensor index of the scheme 

f=(l +E)y+t/r, 

defined in Ref. 1. 
Now we can prove the result that follows. 

(2.12) 

(2.13) 

(2.14) 

(2.15) 

Theorem 2.1: In a hypoelastic-Synge almost-thermo
dynamic material scheme, for the isotropic case, the longitu
dinal and transverse shock wave speeds have the expressions 

U 2
L 

__ A + 2p , 

r(l + E) + til 
(2.16) 

U 2 _ P 
T - a = 2,3, 

a r(1 + E) + ta 
(2.17) 

where til and ta (a:2,3) are the tensor t spatial eigenvalues. 
Proof By applying Hadamard discontinuities to Eq. 

(2.3) one obtains 

- UtJtij = CijkIAk t5U I, (2.18) 

A k being the shock wave spatial propagation direction vec
tor,6 t5 the infinitesimal discontinuity of the tensor to which 
it is applied, and U the shock wave propagation speed. 17 

Contraction with YiAj in Eq. (2.18) gives 
~ " ij ~ ijkl ~ " - Uyi/l.pt = Yi/l.jC /l.kUUI, (2.19) 

and using the expression 

rf'j Ut5,} = YiAjtJt ij (2.20) 

this may be obtained by applying Hadamard discontinuities 
in Eq. (2.13), we can write: 

(2.21) 

where Q'i is the 2-covariant symmetric tensor defined as 
2f, I' k Q'i = rU ,i + y, AlA Cljki' (2.22) 

In the isotropic case, Eqs. (2.5) and (2.22) lead to 

Q'i = rU 2 /"i - (A + p)A"Ai - PY'i (2.23) 

after using the spatiality of Ai' 
It is easy to check that Q'i is a spatial and symmetric 

tensor and the system (2.22) may be written I in the form 

Ql"t5U~ + Q,t5u ll = 0, (2.24) 

(2.25) 
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where 

and 

Ql,; = S\SI;Qkl' 

QII = Qr;A, 'A i, 

q; =..1. kQkISI;, 

(2.26) 

(2.27) 

(2.28) 

Sij = rij - A;Aj (2.29) 

is the Maugin projector. 5 Here Maugin also arrives to the 
decomposition 

OU; = ou~ + A ;ou ll . (2.30) 

It is trivial to verify that in our case q; = 0, given the 
spatiality of A; and the principal shock wave hypothesis 

tijAj = tIlA;. (2.31) 

Moreover, 

(2.32) 

and 

(2.33) 

If we now consider the longitudinal shock waves, 
oU1 = 0, oUIl #0, and therefore, Eq. (2.16) follows from Eq. 
(2.25). 

For the transverse shock waves oUIl = 0, oU1 #0, and, 
from Eqs. (2.24) and (2.32), 

(2.34) 

By contraction with the t eigenvectors (principal direc
tions) d~ (a:2,3)-it must be remembered that t1 = t. and 
d ~ = A r -one gets easily Eq. (2.17), keeping in mind the 
expressions 

and 

rr;OU~ d ~ = aa' a:2,3, 

where 

oU1 = a2d 2 + a3d 3 

(2.35) 

(2.36) 

(2.37) 

and the fact that, for each transverse direction, aa #0, a:2,3. 
We want to indicate here that Synge obtains5 the clas

sics results in Relativity: 

U~=A+21l, U~=1!:.... (2.38) 
p P 

It must be realized that the difference between these 
relations and the ones we got in Theorem 2.1, is due to the 
use, in this work, of principal shock waves. 

Equations (2.16) and (2.17) generalize the classic results, 
as may be seen when one divides by c2 (the constant light 
velocity in the vacuum, squared) in order to get physical 
homogeneity, and performs the classical limit process 
(c-oo). 

We reproduce here the results that Maugin6 obtains in 
zero-order hypoelastic-Maugin, almost-thermodynamic 
schemes for the principal shock waves 

(2.39) 
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and 

2 rll + ta 
U T = ; a:2,3, 

" r(I+E)+ta 
(2.40) 

which also generalize the classical results. We want to say, 
moreover, that the Lame coefficients A, Il in hypoelastic
Synge and hypoelastic-Carter and Quintana schemes may 
depend linearly upon the matter density but this dependence 
does not occur in the hypoelastic-Maugin schemes. 

We conclude the present section by using a method si
milar to the one we followed in the proof of Theorem 2.1 for 
the hypoelastic-Carter and Quintana schemes case. The re
sults are found in Theorem 2.2. 

Theorem 2.2: The longitudinal and transverse principal 
shock wave speeds in a hypoelastic-Carter and Quintana al
most-thermodynamic material scheme, have the expressions 

2 ..1.+ 21l- til 
U L =, (2.41) 

r(1 + E) + til 

U 2 _ Il- til 
T - ,a:2,3. 

r(1+E)+ta 
(2.42) 

Proof Let us take Hadamard discontinuities in Eq. 
(2.8). After developing the Lie derivative £u t ij, we get 

- U IL lyk;yjOt ij - t c1/cOUk - t kC/cOUI + t klA; IL lou; 

= - Ek1abA aoub IL I, (2.43) 

where L is the vector 

L = 1+ g(u,l)u (2.44) 

and I the orthogonal vector, at pEl), to the timelike charac
teristic hypersurface associated to the shock wave Hp 1. 

Taking into account thatL has the same direction aSA;, 
we can write 

I; = IL 1..1. ; - g(u,/ lUi. (2.45) 

By substituting Eq. (2.45) in Eq. (2.43), after contraction 
with A I' use of Eq. (2.20), and due to the spatial character of 
ou, one obtains 

Qr;Ou; = 0, 

where the tensor Q has the local form 

Qr; = - rU 2
/,.; - tllrr; + Erlj;AjA I 

(2.46) 

(2.47) 

for principal shock waves. Qr; is, obviously, spatial and sym
metric. 

However, if we make use of the decomposition given by 
Eqs. (2.24) and (2.25) we can't guarantee, in this case, the 
vanishing of q;. If we restrict ourselves to the fully isotropic 
case, i.e., the one for which the elastic tensor E has the form 
given by Eq. (2.9), the use of Eq. (2.10) leads to 

Qr; = - rU 2 f,.; + (p - t. )rr; + (A + ll)ii.rA;. (2.48) 

and application of the decomposition quoted above as well as 
the vanishing of q; allow us to write 

(2.49) 

and 

(2.50) 

sInce 
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(2.51) 

and 

Ori = - (r(1 + €) + tll)U2 + (A. + 2,u) - til' (2.52) 

as usual. 
Now, consider longitudinal shock waves; 011 = 0 and 

we derive Eq. (2.41) from Eqs. (2.50) and (2.52). 
Furthermore, for transverse shock waves, Eq. (2.49) 

gives 

(2.53) 

and, hence, the same procedure we used in Theorem 2.1, 
leads us to Eq. (2.42). 

We want to comment briefly, in order to conclude this 
section, on the differences between the expressions we have 
obtained in Theorem 2.2 and the Eqs. (2.39) and (2.40), found 
by Maugin.6 Besides the explicit absence of the matter den
sity in the Carter and Quintana's case, as we noted above, the 
differences related to the eigenvalues til and ta (a:2,3), are 
due to the covariant or contravariant form of the tensor Lie 
derivative in the respective Hooke's law. 

The results of Theorem 2.2 generalize, of course, the 
classical ones. 

3. INCOMPRESSIBILITY IN THE HYPOELASTIC 
ALMOST-THERMODYNAMIC SCHEMES 

For the time being, our purpose is to survey the conse
quences of the application of the relativistic incompressibil
ity hypothesis' to hypoelastic almost-thermodynamic 
schemes, in order to obtain results which are compatible 
with those shown there. In these conditions, we can use any
one of the Hooke's law defined in Sec. 2 and consider rigidity 
hypotheses which lead us to generalize classical results. 

According to Ref. I, an almost-thermodynamic materi
al scheme is incompressible if the spatial change of the dyna
mic volume tensor K takes zero value across the stream lines, 
i.e., 

(3.1) 

with 

K=/Ir, (3.2) 

and f is the tensor index, given by Eq. (2.15). 
As is known,' Eq. (3.1) becomes 

Yi i/'V u t rl + (2l rl + r( 1 + €)yl)y'\ 'V k ui = ylt kidki> (3.3) 

which leads, after applying Hadamard discontinuities, to 

Yiij U8t ij = - ylt ki,1.kOU i + (2t rl + r(1 + €)yl)A.ioUi. (3.4) 

In order to study the compatibility of elastic almost
thermodynamic material schemes with the incompressibil
ity, we'll jointly consider both hypotheses, on purpose that 
the corresponding principal shock waves to be longitudinal 
and satisfy: 

U;' = 1. (3.5) 

For the hypoelastic-Maugin, almost-thermodynamic 
material schemes, the compatibility claimed has already 
been discussed' and here we'll limit ourselves to studying it 
in some detail in the hypoelastic-Synge and hypoelastic-
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Carter and Quintana almost-thermodynamic material 
schemes. The results are: 

Theorem 3.1: The isotropic hypoelastic-Synge almost
thermodynamic material schemes are compatible with the 
incompressibility condition (3.1). 

Proof Let us consider Eq. (2.18) contracted with Yiij 
together with Eq. (3.4), derived from incompressibility equa
tion (3.1). After adding the two equations and contracting 
with AI, we arrive at 

RrioUi = 0, 

where 

(3.6) 

Rri = y/,1. bCabij,1. j -,1.rtki,1.k + (2t/ + r(1 + €)A.r)A.;. (3.7) 

and inasmuch as we are considering principal shock waves, 
Eq. (3.7) reduces to 

Rri = (til + r(1 + €) - (A + ,u}A.rAi - flYr;' (3.8) 

taking into account the elastic-Synge tensor Cabji in the form 
given by Eq. (2.5). 

From Eq. (3.8) we deduce that Rri is spatial and sym
metric. Hence, we can write 

R 1 riOU~ + rrOUII = 0, 

riOU~ + Rllou ll = 0, 

where, obviously, ri = 0, by virtue of its definition in Eq. 
(2.28). By carrying out the suitable calculation, we obtain 

R 1 riOU~ = 0, (3.9) 

Rllou ll = 0, (3.10) 

with 

Rlri = - flSSrSjiYsj (3.11) 

and 

RII = til + r(1 + €) - (A. + 2fl)· (3.12) 

As may be observed, the shock waves' speed U, has been 
eliminated in Eqs. (3.11) and (3.12). On the other hand, for a 
longitudinal shock wave, R II = 0, i.e., 

til + r(1 + €) =,1. + 2,u (3.13) 

and, for transverse shock waves, 

(3.14) 

Taking into account the properties of the Maugin pro
jector and due to the spatiality of OU 1 and its orthogonality 
to the spatial propagation direction vector A. i , one can write 

- ,uou 1 r = O. (3.15) 

From the expressions obtained in Theorem 2.1, one gets 

U;' = 1. 

Furthermore, either transverse shock waves don't exist 
or their speeds satisfy 

U~ = 0 a:2,3, which may be considered equivalent. 
a 

The outcome relative to the hypoelastic-Carter and 
Quintana almost-thermodynamic schemes is also satisfac
tory. 

Theorem 3.2: On the assumption of fully isotropy, the 
hypoelastic-Carter and Quintana almost-thermodynamic 
material schemes, are compatible with the relativistic in-
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com pressibility. 
Proof Again consider the expression (3.4) which, con

tracted with A I, yields 

UYrl A/ jtiJ = - tllArAioui + (2tri + r(1 + E))ArAioui, (3.16) 

and the one obtained from Eqs. (2.43) and (2.44) for principal 
shock waves: 

- UYriAjOt ij = (til Yri - ErijiA jA I)OUi. (3.17) 

By adding Eq. (3.16) to Eq. (3.17), one arrives at 

RrioUi 
= 0, (3.18) 

with 

Rri = til Yri - ErljiAjA 1_ til ArAi + (2tll + r(1 + E))ArAi' 
(3.19) 

If our hypoelastic almost-thermodynamic material 
scheme is fully isotropic, Eqs. (2.8) and (2.9) lead us to 

Rri = (r (1 + E) + til - (A + Il)) ArAi + (til -1l)Yri (3.20) 

after using the unitary spatial character of Ai. 
With these conditions, Rri is spatial and symmetric. 

The usual argument carries us to the system 

with 

RlriOU~ = 0, 

Rllou ll = 0, 

R1ri = (til -1l)SSrSjiYSj 

and 

RII = r(1 + E) + 2tll - (A + 21l). 

(3.21) 

(3.22) 

(3.23) 

(3.24) 

As RII = 0 for the longitudinal shock waves, it follows, 
in this case, that 

r(1 + E) + 2tll = (A + 21l); (3.25) 

the same method carried out for Theorem 3.1, leads to 

(3.26) 

for the transverse ones. Besides, there is not transverse shock 
waves. 

Keeping in mind the expressions (2.41) and (2.42), ob
tained at Theorem 2.2, the expected result immediately fol
lows. 

Finally, let us hint that the possible nullity of the Lame 
coefficient Il at Theorem 3.1, is consistent with the classical 
outcomes in incompressibility according to which, Il is negli
gible compared with A. 

4. BEHAVIOR OF HYPOELASTIC ALMOST
THERMODYNAMIC MATERIAL SCHEMES 
IN BORN-RIGID MOTION 

The rigid-motion definition in relativity given by se
veral authors is well known. From the one suggested by Born 
in Special Relativity, that is expressed in analytical form by 
Synge,8 to its generalization in General Relativity based in 
the norm constancy of the separation 4-vector between ob
servers9 which results equivalent9 to 

d=O, (4.1) 

where d is the strain rate tensor, for our purposes, in an 
almost-thermodynamic material scheme and which defini-
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tion was given by Eq. (2.2). 
Authors such as Carter and Quintana7 or Maugin to ar

rive to the same result; in the former case, after using the 
class of materially constant spatial tensors (their definition of 
rigid motion is presented by the material constancy of Eck
art tensor) and, in the later one, accepting Eq. (4.1) as defini
tion of Born-Herglotz rigid motion without any more dis
cussion. 

Hereafter, we'll adopt the name of Born-rigid almost
thermodynamic material scheme if it satisfies Eq. (4.1). Our 
purpose is to study the extent to which this definition suffi
cies to lead us to the absence of perturbations as well as the 
incompressibility condition. In the opposite case, we'll pro
pose a suitable modification. 

The answer to the former question is found in next 
theorem. 

Theorem 4.1: In every Born-rigid, almost-thermodyna
mic material scheme, the shock waves derived from the in
finitesimal discontinuities of its 4-velocity covariant deriva
tives, don't exist. 

Proof According to Eq. (4.1) and taking into account 
the local expression of Eq. (2.2), we can write 

y\"Vku) +ykj"VkUi =0, (4.2) 

which leads us, after applying Hadamard discontinuities, 
contracting with Aj

, and given the spatial character of the 
vector ou i 

, to 

(Yri + ArA,)oui 
= O. 

The tensor with components 

Pri = Yri + ArAi 

is spatial and symmetric. After checking that 

P1ri = SSrSJiYS)' 

P il =2, 

and 

Pk =0, 

(4.3) 

(4.4) 

(4.5) 

(4.6) 

(4.7) 

the method we have already used in the above proofs, allows 
us to ensure that 

(4.8) 

moreover, due to the spatial character of ou 1 , 

oU1 = O. (4.9) 

Hence, the result we looked for follows from Eq. (2.30). 
As far as the second point is concerned, keeping in mind 

the incompressibility condition [Eq. (3.1)], we think that 
isn't possible, making use ofEq. (4.1) only, to obtain any type 
of relativistic stress tensor variation-at least when the 
scheme D doesn't itself present any additional structure. 

The close relation that is established, for every Hooke's 
law, between the strain-rate tensor and the relativistic stress 
one, will lead us to add these hypotheses in our Born-rigid 
scheme. The work carried out in Secs. 2 and 3 allows us to 
use any hypoelastic scheme introduced there. 

To begin with, the hypoelastic-Synge material schemes 
offer us sensible results. 

Theorem 4.2: Every hypoelastic-Synge, almost thermo
dynamic material scheme is incompressible and consistent 
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with the Born-rigidity hypothesis. 
Proof Note that the expression of the Synge-Hooke 

law, in its general form (2.3), the application ofEq. (4.1), and 
the Eckart tensor contraction, allow us to write 

(4.10) 

Hence, the incompressibility condition (3.1), follows 
from Eq. (2.15), considering the structure of (3.1) and given 
that, in Born-rigid motion, Eqs. (2.12) and (2.14) reduce to 

Vu€=o, (4.11) 

Vur= 0, 

and, furthermore, 

r'';YJ V u yJ = 0, 

as may be checked easily. 

(4.12) 

(4.13) 

On the other hand, if we take Hadamard discontinuities 
in Eq. (4.10) and consider Eq. (2.20), contract withAJ leads us 
to 

rU 2 fr/>u i = 0. (4.14) 

Now, by working in a local inertial proper system at 
each point II pEl) and due to the spatial character of !"i and 
DU i

, besides the inequality 

(4.15) 

that is verified by virtue of the material scheme 4-velocity 
uniqueness, we can write either 

DU' = ° (4.16) 

or 

U=o, (4.17) 

which allows us to obtain the same results we arrived in 
Theorem 4.1 and consequently, to establish the consistence 
we claimed. 

As far as the hypoelastic-Maugin and hypoelastic
Carter and Quintana material schemes are concerned, pro
vided that they satisfy the Born-rigidity hypothesis, they 
lead us to a common expression that we get in next proposi
tion. 

Proposition 4.3: The application of the Born-rigidity 
condition (4.1) to the Maugin and Carter and Quintana
Hooke laws, gives us, in both cases, 

(4.18) 

where l1ij is the rotation tensor7.10 defined by the tensorial 
skew-symmetrization of 

eij = r"iYJVkU/, (4.19) 

Proof For the hypoelastic-Maugin almost-thermodyn
amic material schemes, from using Eq. (4.1) in Eq. (2.6), one 
derives 

(4.20) 

If we develop the Lie derivative and take into account 
the Ehlers decomposition,7.10 expression is 

(4.21) 

reduced to the Born-rigid material schemes, we obtain easily 
Eq. (4.18) by virtue of the spatial character of n Ij' r'j and the 
symmetry of the relativistic stress tensor tij' 
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If the almost-thermodynamic material scheme D is 
elastic-Carter and Quintana, Born-rigid, from Eq. (2.8), one 
gets 

r"iYJ£utij = 0, (4.22) 

and the same argument we used above leads us, again, to Eq. 
(4.18), thanks to the 11 skew-symmetry. 

The expression (4.18) we have obtained in Proposition 
4.3, does not lead to the incompressibility condition. How
ever, we'll calculate the respective principal shock wave 
speeds in order to study whether the hypoelastic-Carter and 
Quintana and hypoelastic-Maugin almost-thermodynamic 
material schemes are compatible with Born-rigid motions. 

We get the following results: 
Proposition 4.4: In a hypoelastic-Carter and Quintana 

or hypoelastic-Maugin, Born-rigid almost-thermodynamic 
scheme, the longitudinal and transverse principal shock 
wave speeds are given by 

2 2tll 
U L =, (4.23) 

r(1 + €) + til 

2 ta 
U T = , a:2,3. (4.24) 

a r(1 + €) + ta 

Proof It is enough to write Eq. (4.18), using Eq. (4.21), 
with d = ° to eliminate the rotation tensor, to contract with 
Ai, and to apply Hadamard discontinuities in order to ob
tain, in a way similar to the proof of Theorem 2.2, 

(4.25) 

with 
- 2 . 
Pri = - rU fri + tijAJAr + tri , (4.26) 

according the expression I 

- g(u,/) = IL 10· (4.27) 

From here, in principal shock waves 
- 2 
Pri = - rU fr; + tilArA; + t" (4.28) 

is a spatial and symmetric tensor with p; = 0; consequently, 
one gets 

and 

PIIDU II = 0, 

where 

Pir; = SSrSJ;( - rU 2 Is) + tS)) 
and 

(4.29) 

(4.30) 

(4.31) 

PII = - U 2(r(1 + €) + til) + 2tll · (4.32) 

Finally, for longitudinal shock waves, PII = ° and we 
obtain Eq. (4.23) from Eq. (4.32), whereas for the transverse 
ones, the method we carried in the proofs of Theorems 2.1 
and 2.2, leads us to Eq. (4.24), from Eqs. (4.29) and (4.31). 

In view of the results we have obtained in hypoelastic
Synge material schemes, the present situation is somewhat 
strange since, at first sight, the hypoelastic-Maugin and the 
hypoelastic-Carter and Quintana material schemes aren't 
consistent with the Born-rigidity hypothesis and, as a matter 
offact, they don't lead us to the relativistic incompressibility 
condition (3.1). 
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At present, we face two possible explanations for the 
anomalies observes: Either the application of the Born-rigid
ity hypothesis in Propositions 4.3 and 4.4 hasn't been fully 
carried out, or this definition is by itself insufficient, even in 
the presence of hypoelastic schemes, for our purposes. In 
this direction, we'll move into the next section. 

5. RIGID ALMOST-THERMODYNAMIC MATERIAL 
SCHEMES. A DEFINITION AND SOME CONSEQUENCES 

Following Sec. 4, we propose to give a definition that 
will solve the paradox that appeared in the hypoelastic 
Carter and Quintana and hypoelastic-Maugin almost-ther
modynamic material schemes. 

Definition 5.1: An almost-thermodynamic material 
scheme D in the space-time manifold M is called rigid if it 
verifies the two following conditions: (i) D is Born-rigid; i.e., 
satisfies Eq. (4.1). (ii) D fulfills Eq. (4.10). 

This definition doesn't present internal contradictions 
since the results in Theorem 4.2 show us the consistence of (i) 
and (ii). 

In the hypoelastic-Maugin and hypoelastic-Carter and 
Quintana almost-thermodynamic material schemes we can 
prove that application of Definition 5.1 to Eq. (4.18) elimin
ates the problem which arose after the results obtained in 
Proposition 4.4 and allows us to check the coherence 
between the results we derived in a general case from Eq. 
(4.10) and the ones given in Proposition 4.3 in the present 
case. 

Theorem 5.2: The application of condition (4.10) to Eq. 
(4.18) we obtained in Proposition 4.3 for hypoelastic-Maugin 
and hypoelastic-Carter and Quintana almost-thermodyna
mic material schemes, leads to the absence of principal shock 
waves due to infinitesimal discontinuities of their 4-velocity. 

Proof Direct use of Eq. (4.10), by virtue of Eq. (4.18), 
allows us to write 

(5.1) 

If we consider Eq. (4.21) besides Eq. (4.1), take Hada
mard discontinuities in the resulting expression, and con
tract with Ai, Aj

, we obtain straightforwardly 

(5.2) 

On the other hand, by contracting with Ai and after 
using Eqs. (2.45) and (4.27), it is possible to get, for principal 
shock waves, 

(5.3) 

where the tensor in brackets is spatial and symmetric. The 
method we used in the proof of Theorem 2.1, leads to 

S',Sjj(tIlAsAj + t,j)oui = O. (5.4) 

The spatial character of ou 1. and latter contraction with 
d: (a:2,3) gives us, from Eq. (2.35), 

aa ta = 0 a:2,3, 

which implies 

a2 = a3 = 0 

and, from Eq. (2.37), we obtain 

OU1. = O. 
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(5.5) 

(5.6) 

(5.7) 

Equations (5.2) and (5.7) lead to the result claimed. 
We want to indicate here that if the scheme D hasn't any 

additional structure, as maybe a Hooke's law, Definition 5.1 
shows us that every rigid scheme is, obviously, Born-rigid, 
but also incompressible according the process followed in 
the proof of Theorem 4.2 from Eq. (4.10). Hence, the rigidity 
concept given here avoids the insufficiencies we block out in 
Sec. 4 for the Born-rigidity when the scheme D isn't hypo
elastic or, in the general case, when it hasn't any additional 
structure that includes the relativistic stress tensor variation. 

After proving Theorem 5.2, is interesting to study phy
sically the meaning of the relation (5.1), derived from Defini
tion 5.1 in hypoelastic-Maugin and hypoelastic-Carter and 
Quintana almost-thermodynamic material schemes. 

Let us consider the tensor A with covariant components 

(5.8) 

that is spatial since the rotation tensor and the relativistic 
stress tensor are spatial. Consequently, as is known, the van
ishing of Ai} at a point is equivalent to the verification of 

A(X,Y)=O (5.9) 

for all vectors X, Yin the physical space (hypersurface ortho
gonal to the 4-velocity u in D ) at that point. 

We define n x, n y as the unit vectors parallel to X and Y, 
respectively. 

Hence, 

A(X,Y)= IXIIYIA(nx,n y) 

and locally, by virtue of Eq. (5.8), 

(5.10) 

A (X, Y) = IX I I Y I (t ajn'x!1ajn-j. + t ajn-j.!1ain~). (5.11) 

Given that contraction of the relativistic stress tensor 
with a vector is a stress in its parallel direction, if we denote 
by t x and t y the stress vectors in the respective directions of 
nx and ny, Eq. (5.11) can be written 

A(X,Y)= IXI t~!1aj(yj)+ IYI t~!1ai(Xl (5.12) 

Note that the rotation tensor can be expressed in the 
form 

rl 3 k JJ:ai = - TJajk W , 

in which W is the vorticity 4-vector defined 10 by 

(5.13) 

Wi = ! 3TJi}k ekj , (5.14) 

where ekj is given by Eq. (4.19) and 3TJi}k is the spatial volume 
element 

(5.15) 

i.e., 3TJ is the tensor contraction (inner product) with respect 
to the scheme 4-velocity u, of the volume element in the 
manifold space-time M. 

Consequently, applying Eq. (5.13) in Eq. (5.12), we 
write 

A (X,Y) = - IX I t~ 3TJajk wk Y j - I Y I t~3TJaik wk Xi. 
(5.16) 

Moreover, the term 
_ 3.,.,. Wk yj 

'faJk (5.17) 

denotes a vertical product in the physical space of the 4-
vectors wand Y. The same may be asserted, from 
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_31JaikWkXi, (5.18) 

for wand X. Correspondingly, it must be noted that, in a 
local inertial proper system, one gets 

(5.19) 

and 

31J4ij = O. (5.20) 

Lastly, Eq. (5.16) yields 

A (X,Y) = IXI t~ (wA Y)a + IYI t~ (wAX)a' (5.21) 

where the vectorial products are linear velocities and their 
contractions with the stress lead us to a power due to the 
internal rotation. This power vanishes from Eq. (5.1). 

In order to conclude this section, we'll analyze some 
consequences of the Born-rigidity (4.1) and irrotationality 
hypotheses, the latter l2 given by 

fl = 0, (5.22) 

considered together in our almost-thermodynamic material 
scheme D. 

We start by saying that the irrotational hypoelastic
Maugin and hypoelastic-Carter and Quintana almost-ther
modynamic material schemes, will fulfill Definition 5.1, as 
may be seen from results in Proposition 4.3. It is obvious, 
also, that Eq. (5.1) is verified, with the physical meaning we 
have given it above. 

A more detailed analysis has led us to propose a 
theorem which gives a condition for the orthogonality of the 
Landau manifolds 13 Lp (pElJ) to the scheme 4-velocity u, in 
every point qEL p ,pElJ, provided that Eqs. (4.1) and (5.22) are 
satisfied. This theorem can be stated as follows. 

Theorem 5.3: The 4-velocity U of a material scheme 
DC M moves parallel wise and orthogonally in every Landau 
manifold Lp (pElJ) if and only if the rotation tensor and the 
strain rate tensor vanish in D. 

Proof To start, we'll assume that U moves parallel and 
orthogonally to Lp (pElJ). Let v be an arbitrary vector in 
Tp L p' The former condition of the hypothesis allows us to 
write 

Vv U = O. (5.23) 

If now use the Ehlers decomposition (4.21), contraction 
with v j leads us to 

(5.24) 

from Eq. (5.23). 
The term uj v j is null according to the Landau manifold 

properties as they are presented by Olivert. 13 Hence, Eq. 
(5.24) reduces to 

(dij + flij) v j = 0 (5.25) 

for every vETp L p' and pElJ arbitrary. The spatial character 
ofdij andflij gives, after contracting Eq. (5.25) with arbitrary 
vETp Lp' 

dij + flij = 0, V pElJ (5.26) 

and, from this, we infer the vanishing of both tensors in D if 
we keep in mind that the strain rate tensor d is symmetric 
and the rotation tensor is skew-symmetric. 

In the preceding reasoning we have used implicitly the 

1179 J. Math. Phys., Vol. 24, No.5, May 1983 

existence, for every pElJ, of a Landau manifold Lp ortho
gonal to U atp, which is proved in Ref. 13. We also note that 
it hasn't been necessary to utilize the orthogonality of U to Lp 
in every qEL p . 

In order to prove the remaining condition, we'll assume 
that the rotation and the strain rate tensors are null in D. Let 
us consider the Pfaff system II : 

U i dx i = 0, (5.27) 

constituted by an only linear I-form and, consequently of 
rank 1. If we recall the integrability criterion for this type of 
systems given in Choquet-Bruhat, II which uses the differen
tial systems integrability condition (Frobenius) as far as may 
be seen in Sternberg, 14 we see that the system represented by 
Eq. (5.27) will be fully integrable if and only if, 

e A de = 0, (5.28) 

where e is the I-form U i dx'. 
If we develop the left-hand side ofEq. (5.28), write the 

outcome in strict components, and take into account that 
from Eq. (4.21), in the irrotational case, 

Viuj - Vj U i = aiuj - aj U i = uj Vuu, - u,Vu uj (5.29) 

can be derived due to the symmetry of the strain rate tensor 
and of the Christoffel symbols r ~ in the i,} indices, since the 
connection V has null torsion, we easily check Eq. (5.28). 
Note that the vanishing of d hasn't been used in this step. 

Thus, the irrotationality hypothesis is enough to find, 
for every pElJ, an integral manifold of the system given by 
Eq. (5.27) which contains p. This manifold will be a 3-dimen
sional submanifold of D, orthogonal to the 4-velocity U in it, 
at every point, as may be seen from the definition of integral 
manifold of the exterior differential systems II and from the 
structure ofEq. (5.27). 

Now, we propose to apply the Born-rigidity hypothesis 
(4.1) to find the results we sought. 

Consider a local inertial proper system at a point pEN , 
where N is one of those integral manifolds. Then Eq. (5.27) 
reduces to 

(5.30) 

Therefore, the points of N are simultaneous in a local 
inertial proper system at p. Since Tp N is the physical space at 
p by virtue of the orthogonality of the 4-velocity U to Nat 
every point qEN, the theorem of existence and uniqueness of 
Landau manifolds 13 leads to 

N = L p ' (5.31) 

so U is orthogonal to Lp at arbitrary qELp. 
Moreover, by virtue ofEq. (4.21), with d = fl = 0, and 

for VETqLp' qELp, 

Vv U = - (Vu u)g(u,u) = 0 (5.32) 

after using the orthogonality of U to Lp. This result con
cludes the proof. 

We'll now prove, to finish this section, a corollary of 
Theorem 5.3 that at present seems to be too restrictive, given 
its strong hypotheses, but leads to a sufficient condition for a 
material scheme to be Born-rigid and irrotational. 

Corollary 5.4: If the 4-velocity U of a material scheme D 
is a Killing vector orthogonal to Lp for every pElJ, the rota-
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tion tensor and the strain rate tensor vanish in D. 
Proof Let us recall the fact that the points qEL P' pED 

verify 13 

g (up' expp- I(q)) = 0, (5.33) 

where expp is the diffeomorphism exponential application 15 

expp : Mo--+Bp, (5.34) 

with Mo and Bp neighborhoods of zero and pin Tp M and M, 

respectively. Equation (5.33) is expressed, in a local inertial 
proper system at p, by 

u lp Xl + u2p x 2 + u3p x3 + u4p X4 = 0 (5.35) 

for x = expp- I(q). Consequently, the orthogonal vector to Lp 
will be, in every point, uip ' Thus, 

u ip = u iq 'f/qELp (5.36) 

by virtue of the orthogonality hypothesis of U to Lp . 
From Eq. (5.36), follows 

Viai uj = 0, 

i.e., for every vector VETqM, 

Vuu i =vjVj U i = -vjrj~ Uk' 

Morevoer, the Killing hypothesis for U 

(5.37) 

(5.38) 

Vi Uj + Vju i = 0 (5.39) 

yields, after applying Eq. (5.38) and by the symmetry of the 
r ~ in the i, j indices, 

r~ Uk = O. (5.40) 

If v is restricted to be tangent to L p ' one obtains, from 
Eqs. (5.38) and (5.40), the parallel-moving condition of U in 
the Landau manifolds. 

Hence, use ofEq. (4.21) and orthogonality hypothesis of 
U to Lp lead us, using the same method we followed in the 
first part of the proof in Theorem 5.3, to Eq. (5.25) and thus, 
to the expected result. 

6. DISCUSSION 

In this paper we have restricted the definition of Born
rigidity and a concept has been proposed which encompasses 
it and is coherent, on the one hand, with classical require
ments about the absence of internal perturbations in almost
thermodynamic material schemes and, on the other, verifies 
the relativistic incompressibility condition. I 

After analyzing some types of hypoelastic schemes, it 
has been checked that the hypoelastic-Synge, almost-ther
modynamic material schemes fulfill those demands, while 
the hypoelastic-Carter and Quintana and hypoelastic-Mau
gin ones have given us unsatisfactory results. In order to find 
a fitting explanation, we have added an extra condition, Eq. 
(4.10), to the Born-rigidity one. This condition has led us 
directly to Eq. (5.1) 

t aJlaj + t a
j !1ai = 0 

in the hypoelastic-Carter and Quintana and hypoelastic
Maugin Born-rigid cases. Equation (5.1) has also been inter
preted physically in Sec. 5 as the nullity of mechanical power 
due to internal rotation. 

We think that (5.1) must be true for every rigid-Born 
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almost-thermodynamic material scheme regardless of its in
ternal structure. This assertion is supported by the fact that, 
upon the Born-rigidity condition, both the matter density 
and the specifical internal energy are conserved across the 
stream lines, as may be seen from Eqs. (4.11) and (4.12). Con
sequently, the internal energy density 

E=rE (6.1) 

is also conserved across the scheme stream lines. A more 
detailed study in this direction may be the subject of later 
work. 

Anyway, ifEq. (5.1) is admitted as the only hypothesis 
upon the Born rigidity, it can be checked that, by virtue of 
results in Proposition 4.3, the hypoelastic-Carter and Quin
tana and hypoelastic-Maugin material schemes verify rigid
ity Definition 5.1. Nevertheless, the rigidity definition must 
be retained in the general case since it ensures the incom
pressibility condition in almost-thermodynamic material 
schemes even without elastic restrictions. 

The hypotheses of Born-rigidity and irrotationality in a 
material scheme D have been also analyzed altogether. Thus, 
we have proved Theorem 5.3, which relates kinematical and 
geometrical concepts. This result seems to us more complete 
that the ones which can be found in the relativistic literature; 
for instance, Synge l2 states the existence, upon irrotationa
lity conditions, of 3-dimensional submanifolds of the space
time M, orthogonal to u. 

On the other hand, there is the definition3 of 4-vector 
locally synchronizable, which coincides with the integrabi
lity condition (5.28) relative to the Pfaff system (5.27). For 
our purposes, this concept is interpreted by saying that the 
points of every Landau manifold are simultaneous, which 
isn't evident since the simultaneity condition in each Lp re
fers to an observer, and his motion changes it. 
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The general solution of the exact gravitational field of a rotating hollow cylinder is derived. It is 
more general than the solution found by E. Frehland. Machian effects are considered. 
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1. INTRODUCTION 

In 1972, Frehland published a paper' concerning the 
exact gravitational field of an infinitely long rotating hollow 
cylinder. 2 After a fitting procedure of interior and exterior 
vacuum metrics he obtained a solution dependent on three 
freely available parameters (surface density of matter, rota
tional velocity, and radius). These solutions satisfy 

(i) stress in radial direction = 0, 
(ii) P'" =0. 
Frehland's solution is not the general one. (i) is an im

mediate consequence of the field equations (for every infini
tely thin shell), but (ii) is not. Integrating the field equations 
in a vacuum domain, one obtains a metric with only one 
physical parameter (a kind of mass enclosed in the interior); 
all other integration constants can be eliminated by coordi
nate transformations (Kasner metric3

•
4

). However, for the 
fitting problem of the infinitely thin hollow cylinder it is 
necessary to use the general form of the vacuum metric as 
there are more integration constants related to the matter 
variables. Simply spoken, Frehland has taken too special a 
form of the exterior metric. 

In this paper I will derive the general solution, depend
ing on four free parameters (e.g., matter density, velocity, 
radius, and stress in the direction parallel to the cylinder 
axis). In order to avoid the usual difficulties of the identifica
tion of interior and exterior coordinates, I will use a coordi
nate system defined uniquely a priori. The metric compon
ents will be continuous. 

2. COORDINATE SYSTEM, FIELD EQUATIONS, AND 
VACUUM METRIC 

Properties and physical justification of the coordinate 
system used have been discussed in another paper5; here I 
shall only list the most important results. Under weak as
sumptions there exists a coordinate system 
(xo, x', x 2

, x 3
): = (t,p, z,¢;) with the following properties: 

ds2 = - A 2(p) dt 2 + B 2(p)(dp2 + dz2) 

+ E2(p)(d¢; _ {} (p) dt )2, 

A (0) = B (0) = E.p(O) = 1, 

A.p(O) = B.p = E(O) = 0, 

{} (0) finite, {}.p (0) finite, 

lim {} (p) = 0, 
p---+-ex> 

p>O, O<¢; < 21T; t, ZER. 

Up to transformations t-+ ± t + const, Z-+ ± Z + const, 

(1 ) 

¢;-+ ± ¢; + const, this coordinate system (i.e., the functions 
x I' from the manifold into R) is unique.6 It becomes singular 
on the axis like usual cylindrical coordinates in R3. 

The matter variables are defined by T" v (satisfying con
venient energy conditions) 

T" v = PM u"uv + Pp 8t D~ + pz I5i D~ + p",uf'w v , 

u" = uO(l,O,O,A), A = d¢; I ' 
dt matter 

(2) 

U"w" =0, u"u" = - W"WI' = -1. 

In the orthonormal basis 

(/': = (A dt,B dp,B dZ,E (d¢; - {} dt)) 

we write (tensor components denoted with A) 

fl." = (1 - v2)~'/2(1,0,0,v), VEl - 1,1). (3) 

The field equations read5.7 

+(AE)~'A E +l(A~'E{} )2, 
.P.P 4 .p 

(4) 

+ (AE)~'A E +A ~'A -I(A ~'E{} )2, 
.p .p .pp 4 .p 

Written in the natural basis,5 they can be integrated 
easily within a domain where T" v = O. In such a domain, we 
obtain the general vacuum solution (equivalent to the 
Kasner metric,4 a is the only physical parameter, the other 
constants can be eliminated by coordinate transformations6

) 
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a,PAE,PA,PE,PH'PS and h are integration constants, 
(7 = ± 1. The most general solution allows complex a. Then 
the metric coefficients may be transformed into real func
tions by an appropriate (formally complex) coordinate trans
formation that leads to terms behaving like sin In p. These 
solutions have been found by van Stockum. 8 As Tipler point
ed out,9 they produce causality violation. Furthermore, 
when used as exterior metric, they cannot be expressed in a 
coordinate system (1) because limp _ 00 fl ( p) = 0 cannot be 
achieved. Thus we will restrict ourselves to the solutions 
with reala. We assume 0 <a <!, which isa necessary condi
tion for the existence of closed geodesic orbits (which should 
be given at least in the exterior field). In the exterior domain 
we have to set h = 0 due to condition (1), limp _ oo fl (p) = O. 

As a consequence of our special choice ofthe coordinate 
system [(S~ B (p) dp is the proper distance from the axis 
P = 0], the metric components are continuous. The discon
tinuities of their derivatives give the surface energy momen
tum tensor of infinitely thin matter shells. 

3. THE GENERAL SOLUTION FOR THE ROTATING 
HOLLOW CYLINDER 

We define 

TI-'v= rl-'v ~(p - R) 

(R = radius of the hollow cylinder). The region O",p < R is 
denoted by a subscript -, the region e.> R by a SUbscript 
+ . ds2

_ and ds2
+ are vacuum metrics, so they have the form 

(5). Energy density and stresses are given by 

PM = QM ~(p - R ), 

Pi = Pi ~(p - R), i = P, z,rp . 

{11-' is defined only for P = R, v is given by (3). Without loss of 
generality, we set v> 0 and 

£: = (I - v2 ) - I > I, 

{11-' = (£112,0,0,(£ _ 1)1/2). 

Consider first the interior metric. The conditions (I) for 
P = 0, applied to (5), imply a _ = PAE_ = Ps_ = 0, 
fl _ ( p) = h _ = : fl _ = const. The interior metric is flat; in 
the coordinate system (1) the interior global inertial frame 
rotates with angular velocity fl _: 

ds2_ = - dt 2 + dp2 + dz2 + p2(drp - fl _ dt f 
This result is well known. I Now R and v have physical mean
ing: R is the proper radius of the hollow cylinder (i.e., mea
sured by an observer in the interior region), and with 
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(5) 

¢: =rp -fl_t 

and 

d¢ I = A - fl = R -IV 

dt matter 

we see that v is the matter velocity, measured by the same 
observer. 

Now consider the exterior metric. The conditions (1) 
imply h + = 0; the other constants are to be calculated from 
the fitting procedure. (7 + = 1 is a consequence of v> O. From 
now on the subscript + of the constants is suppressed. We 
define 

The continuity conditions for the metric components 
become 

YA = (1 - X)1/2, 

YE = R -1,u(1 - X)1/2, 

PH =,u, 

YAYEXI/2,u-I(I-x)-1 =fl_ 

(fl _ > 0 is a consequence of v > 0). 

(6) 

Applying the operation lim.<l ,0 f~ ~ ~ on the field equa
tions, one obtains 

811'[QM £+P~(£-I)] 
= R -I -,u-I(I - af _,u-I(1- X)-I x(I - 2a), 

811'[QM(£ - I) + P~ £] 
=,u-l a2_,u-I(I-x)-l x(I-2a), 

Pp = 0 (no stress in P direction), 

811'(QM +p~)£1/2(£_1)1I2=,u-l(l_x)-lXl/2(1_2a), 

811'Pz =,u - I - R - I . 

(7) 

Now we have to specify the independent variables. We 
define 

K:=R -I,u= I-R -I PAE =YA-IYE =(1 + 811'RPz )-1 

= (I + 811' 100 

pz( - g)1/2 dp) - I > o. (8) 

As a consequence of (7) we obtain 
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a(l-a)=41T(QM -P", +Pz)J.l 

= 41TK- 1 1'" (PM -p", +pz)( _g)1/2 dp. (9) 

Equations (8) and (9) give the physical meaning of a and K. a 
is something like an energy; it can be measured from geode
sic orbits6

: 

(
proper le~gth of or~it)2 = a(1 _ 2a)-1 . 
proper time of orbIt 

K is related to the stress in z-direction (it can be measured by 
the difference of gyroscope dragging in the two regions near 
the matter shell). 

We use aE(O,!), K> 0, e> 1, and R > 0 as independent 
variables. The other quantities can be expressed by them. 
For each choice ofthese parameters we obtain a singularity
free solution (singularity-free means, no horizon outside R, 
the functionsgllv ( p) are regular for p >R ). The results of the 
calculations shall be listed here. 

Two defined quantities: 

a(a,K,e): = 2K(e - !) - [( 1 - 2a)2 + 4K2 e(e - 1)] 112 

= 81TK L" (PM + p",H - g)1/2 dp, 

b (a,K, e): = (1 - 2a) [!(K - 1) + a 

- (e -!) a(a,K, e)J - I >0. 

Interior metric: 

fL = R -1(1 + b )-112, 

(so goo = - 1 + p2fL <0 if p<,R). 

Exterior metric: 

h = 0, a = 1, PB = KR, PAE = (1 - K) R, 

PA =KR(1 +b- I )1I2a, 

PE = KI-IIlal R (1 + b -1)1I2a, 

Ps = KR (1 + b )1I1
4a

- 21. 

Energy momentum tensor: 

v=(I-e- I )1/2>0, 

A=fl_+R-Iv 

=R -1[(1 +b)-1/2+(I_e- I )1/2], 

1617'QMRK = a + K - 1 + 2a(1 - a), 

1617'P", RK = a - K + 1 - 2a(1 - a), 

1617'Pz RK = 2(1 - K), 

Pp =0. 

Consequences: 
Komar mass 10 (per unit length in z-direction) 

M: = - 417' f" (Tg - ! Til JL)( - g)l12 dp = ~K-I a; 

angular momentum 10 (per unit length in z-direction) 

J: = 217' f" n (- g)I!2 dp 

= 1 K- I R (1 - 2a) b -I( 1 + b )1/2 ; 
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usual mass-energy (per unit length in z-direction) 

- 217' f" Tg( - g)1/2 dp = H 1 - K- I (1 - a)2] ; 

trace of energy momentum tensor 

41T( - QM + P", + P z ) KR = 1 - K - a( 1 - a) . 

Frehland's solution satisfies Til JL = 0; thus 
K + a( 1 - a) = 1. For large velocities, this implies unphysi
cal mass densities. His conclusions, the impossibility of a 
very fast (v;:::: 1) rotating hollow cylinder of matter satisfying 
PM> IPi I and the impossibility of rotating dust hollow cylin
ders, are wrong. 

We will restrict the parameters to a domain giving solu
tions that satisfy 

QM> IPil, i =p,z,ljJ. 

For dust solutions (Pp = Pz = P", = 0), we have to set 

K= 1, 

e = !(1 + a)(2 - a). 

(10) 

(11 ) 

The second equation has a solution aE(O,!) if eE( q), i.e., 
VE(O,j). R can be chosen arbitrarily. The dust hollow cylin
ders form a subsolution with two parameters (R and e or R 
and v or R and a). An infinitely long hollow cylinder of dust 
can never rotate with velocity (measured in the inertial frame 
inside) larger than j [otherwise the exterior metric will be
come unphysical and will not satisfy (1) 9]. King has con
structed the most general dust solution; thus the hollow dust 
cylinders should be included as a special case. II 

Long calculations give the domain of solutions satisfy-
ing (10) 6: 

with 

QM + P", >0 ¢:>K> 1 - 2a¢:>a(a,K, e) <0, 

QM -Pq, >O¢:>K> 1- 2a(l-a), 

QM + Pz > 0 ¢:> K < f(a, e) , 

QM - Pz >0 ¢:> K>g(a, e), 

f(a, e): = HI + 2a(1 - a)]+ (HI + 2a(l-a}F 

+ (e - 1)-1 a(1 - a)(l + a)(2 _ a))1/2 

and 

g(a,e):=(3e+ l)-I(e+ I)B-a(l-a)] 

+((3e+ 1)-2(e+ If[~-a(1-a)]2 

- (3e + 1)-1[1 + P - a(l - aW])1/2 . 

Moreover, we have 

with 

QM >0 ¢:>K> f(a, e), 

PI/> >O¢:>K<k(a, e), 

Pz > 0 ¢:> K < 1 , 

f(a, e): = HI - 2a(1 - a)] 

+ (HI - 2a( 1 - aW - e- I a 2(1 - a)2)1 12 

and 
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k (a, E): = HI - 2a(1 - a)] + U[l- 2a(1 - a}F 

_ (E - 1)-1 a 2(l _ a)2)1/2. 

As a result of these calculations we see that the domain in 
which (to) is valid is given by 

D: = /(R,a,K, E)eR.4IR >0, O<a<!, 

g(a, E) <K < f(a, E), E> l} . 

If R > 0 and E> 1 are given, the domain of a and K can be 
drawn in an (a, KJ-diagram (see Fig. 1). 

A detailed discussion of D gives the following results: 
For each E> 1 there exist solutions with positive and nega
tive Pz • For 1 < E <~, P¢ can take both signs; for E>~, P¢ is 
negati ve. In the domain 1 < E < ~,Pz and P ¢ can take all four 
sign combinations; for ~ < E < ~ the combination P¢ > 0, Pz 

< 0 does not exist. The point P ¢ = Pz = 0 only exists for 
E<~ (dust). 

The behavior of P¢ can be interpreted partly by the 
Newtonian theory: If mass~nergy is constant and v in
creases, the stability condition on gravitational force, centri
pedal force, and force produced by P¢ implies a decrease of 
P¢. For large v, only negativeP¢ can hold the mattertogeth
er. The Newtonian stability condition is 

21TQM = R -IV
2 + 21T{RQM)-IP¢ 

[the gravitational force on a mass element iim is 21TQM iim; 
centripedal force, R -IV2 iim; force produced by 

P¢: 21TP¢(RQM)-1 iim]. 
For small RP¢ and RPz we can deduce this equation 

easily from our results. If masses, stresses, and velocity are 
small, Newton's theory is valid asymptotically. 

The domain for the static limit (lim€_, D) is given by 

E= 1, 

lim g(a, E) = 1 - ! a(2 - a) <K < 00 = limf(a, E) . 
E-I E_l 

K has no upper bound now. This limit is physically meaning
ful. P¢ is always positive. A dust solution would only exist 
for a- 0, but here matter vanishes (of course, there cannot 
exist a static stressless hollow cylinder). 

o 
o 1 

"2 

FIG. 1. The domain of solutions satisfying (10). 
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The limit a-~ means something like "maximum 
mass." The main difference to the axisymmetric case is the 
absence of an event horizon. 

4. MACHIAN EFFECTS 

Our solution consists of two separate, static parts of 
space-time. In the exterior field, a torqueless gyroscope tied 
to an observer at constant p, z, and t/> will always point 
towards the same direction (e.g., to the axis). This is a conse
quence of the condition (1), lim".....", f} (p) = O. Nothing 
seems to rotate in the exterior field. The interior global iner
tial frame rotates with angular velocity f} _ = f} (0) relative 
to "infinity" (relative to the fixed stars). The dragging coeffi
cientS of the interior part of space-time is defined by 

X" - f} - _ dt/> I jd¢ I . - A - dt interior inertial frame dt matter 

This coefficient corresponds to the coefficients given by 
Thirring '2. '3 and Cohen and BriW·'4 for the axisymmetric 
case. 

Weare interested in the dependence of X on the matter 
variables. X does not depend on R. We find 

x(a,K,E)=f}_[f}_ +R -1(I_E-I)1/2]-1 

= [1 + (1 + b )1/2(1 _ E-I)1/2]-1 . 

For 0 <b < 00 and E> 1, we have 0 <X < 1. If we don't re
strict the domain for the matter variables a, K, and E, we 
might get X> 1. We shall not deal with such unphysical si
tuations here. 1 

X is defined physically meaningfully on the domain D. 
Moreover, we can consider X defined on the domain 

G: = [(a,K, E)eR3 10 <a <!, K> 1 - 2a, E> 1 J 

(here QM + P ¢ > 0). X is continuous and can be extended to a 
unique function on the closure G of G. Some values of X on 
the boundary of G might have no physical meaning. 

On G we have X (a,K, I) # 0; the limit E-I corresponds 
to slow rotation. In the axisymmetric case and the slow mo
tion limit, the dragging coefficient has been considered by 
Cohen and Brill. 

The qualitative behavior of X is given by its derivatives. 
On G we obtain6 

aX >0, ax >0, ax <0. 
aa aK aE 

The dragging becomes better if a and K increase and E (or v) 
decreases. Moreover, O<X< 1 on G. 

Finally, we list up some interesting values of X: 
(i) 

x(a,K,I) = I-K- '(I- 2a) 

= 81T L'" (T~ - Tg)( - g)I/2 dp#O 

(slow rotation, cf. Refs. 7 and 14). 
(ii) 

x(a,1 - 2a, E) = 0 

(P¢ = - QM boundary of G). 
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(iii) 

lim x (a,K, E) = HI - K-
I (1 - 2a)] 

€._+= 

= ix(a,K,I) 

(fast rotation; thus: dragging coefficient for fast rotation 
dragging coefficient for slow rotation). 

(iv) 

X (0,1, E) = 0 

(vanishing mass). 
(v) 

sup x(a,K,E)=X(i,K,E)=(I +V)-I 
aE(O.I12) 

.... *E[ 1 - 2a,oo) 

(best dragging for given v, K arbitrary). 

(vi) 

X(!,K, E) = [1 + (1 - C I)I/2]-1 = (1 + V)-I 

(maximum mass). 

_I 
-2 

For a given velocity, the dragging coefficient is never larger 
than (1 + v)- I; its largest value is reached for maximum 
mass (a-i). 

(vii) 

Xdust = x(a,Q(1 + a)(2 - a)) = a(2 - a) 

= - 81T 1'''' Tg (_g)I/2dp 

= 4 X usual mass energy 

(cf. Ref. 12). 

For dust, X is never larger than j; this value is reached for 

1186 J. Math. Phys., Vol. 24, No.5, May 1983 

a_i· X = 1 is only reached for a-i and v-o (K arbitrary), 
i.e., in the limit of large masses and slow rotation ("perfect 
dragging"). 

The results reproduce many effects that are expected 
from rotating hollow cylinders. The two main differences to 
the spherical shell are the absence of a Schwarz schild radius 
(here X becomes 1 if the Schwarzschild radius is reached for 
slow rotation) and the absence of purely local Thirring
Lense effects 15 (on planet orbits). 
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By generalizing our previous treatment of hidden symmetry in two-dimensional chiral models, a 
simple and explicit approach is proposed to the Geroch group for the vacuum Einstein equations 
with the metric tensor depending only on two variables ("two-dimensional reduced gravity"). An 
infinite number of infinitesimal transformations for the metric tensor preserving the equations of 
motion are summarized by an explicit parametric transformation and the commutators among 
them are calculated in a simple and straightforward way. These transformations and their group 
structure are further identified to be those of the well-known Geroch group. 

PACS numbers: 04.20.Jb 

I. INTRODUCTION 

Ten years ago Geroch, in his pioneer work, I found an 
infinite-dimensional symmetry group for the solutions of 
vacuum Einstein equations which admit two commuting 
Killing vectors. His treatment was simplified by Kinnersley 
and Chitre,2,3 who introduced an infinite hierarchy of pot en
tials with two integer indices and considered the action of the 
symmetry group on these potentials. Later their treatment 
was further simplified by Hauser and Ernst.4

,5 They suc
ceeded in deriving a linearization system for the problem in 
question which does not presuppose the K-C formalism. 
Moreover, they also proposed to use the Riemann-Hilbert 
transform, acting on the solutions to their linearization sys
tem (i.e., generating functions for part of the K-C hierarchy 
of potentials), for effecting the K-C transformations. How
ever, when Veno discussed6 how to work out the commuta
tion relations for the Geroch group in the H-E framework, 
he still had to resort to the complete K-C infinite hierarchy 
of potentials. (For a recent elegant review of the Geroch 
group, see also Ref. 7.) Because of the importance of the 
Geroch group it is worthwhile to have a new, simplified deri
vation for it. This is the object of the present paper. 

The following approach of ours is a generalization of 
our previous explicit approach8

.
9 to the hidden symmetry 

algebra in two-dimensional chiral models. For the latter 
case, in the light-cone coordinates, the equations of motion 
are 

(Ll) 

whereg(s,1])EG, a matrix Lie group. According to Ref. 8 and 
9, the following infinitesimal transformation of g, 

Da(/)g= -gU(/;x)TaU(/;x)-1 (X=S'17), (1.2) 

leaves the equations of motion (1.1) invariant. [In (1.2), / is a 
finite parameter, Ta = aaTa is an infinitesimal combination 
of G's generators, and U (/;x) is a solution to the Zakhrov
Mikhailov linearization system associated with Eq. (Ll).] 

a) Permanent address: Institute of Theoretical Physics, Academia Sinica 
Beijing, China. ' 

V pon expanding in powers of /, (1.2) leads to an infinite set of 
infinitesimal transformations, 

"" Da(/)g = L /mD~mJg, 
m=O 

all of which leave Eq. (Ll) invariant. The commutators 
between parametric transformations (1.2) can be explicitly 
calculated with the help of the knowledge of the lineariza
tion equations for U (l;x). Again, by expanding in powers of 
finite parameter, the infinite-dimensional Lie algebra can be 
easily identified from the parametric commutators. This ap
proach has the following advantages: 

(1) It is explicit in that we have an explicit expression for 
the parametric transformation which summarizes the infi
nite set of symmetry transformations. 

(2) It is direct in that we give the infinitesimal transfor
mations for the basic field g(x), and the calculation of com
mutators does not assume any knowledge of final results as 
some induction proof does. 

(3) It is simple in that what we mainly need in this ap
proach is just the linearization system (Lax pair) for the 
equations of motion. 

As is well known, for space-time admitting two com
muting Killing vectors, the four-dimensional vacuum Ein
stein equations can be reduced to a two-dimensional prob
lem, for which the equations of motion [see below, Eq. (2.2)] 
are very similar to Eq. (1.1). This similarity triggered us to 
try to generalize our approach sketched above to the present 
case. The generalization, of course, will also have the advan
tages stated above, of which simplicity is most remarkable. 
In contrast to the very heavy Kinnersley-Chitre formalism, 
our approach will avoid completely the introduction of the 
double infinite hierarchy of potentials. 

This paper is organized as follows. Section II is devoted 
to a brief review of the Hauser-Ernst linearization equations 
which is the necessary ingredient of our approach. In Sec. 
III, an explicit parametric transformation which is similar to 
Eq. (1.2) is proposed and verified to be hidden symmetry 
leaving the equations of motion under consideration invar-
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iant. The infinite-dimensional Lie algebra for the infinite set 
of transformations obtained by expanding in powers of the 
parameters is calculated out, in Sec. IV, to be the half Kac
Moody algebra SL(2,R ) ® R [t] (where R [t] is the ring of 
polynomials in t with real coefficients). In Sec. V we identify 
our infinite set of transformations with those of the Geroch 
group in the following way. We find out the explicit expres
sions for infinitesimal Riemann-Hilbert transformations in 
the framework of the R-H transform for the Geroch 
group.5,6 Comparing them with ours we find that the half set 
of the infinitesimal R-H transformations, i.e., those with 
negative integer indices, are gauge transformations in the 
sense that they do not change the basic metric field, and the 
remaining nontrivial half set, those with positive and zero 
indices, coincide with ours. (This is consistent with the well
known face that a half set of the Geroch group consists of 
gauge transformations.) 

It is obvious that our approach can be straightforward
ly generalized to the electrovacuum with two commuting 
Killing vectors. 2

-4 In the following we will give the presenta
tion of our formulation for the case in which both Killing 
vectors are spacelike (e.g., for the gravitational plane waves). 
It is easy to change the notation to adopt the case in which 
one Killing vector is spacelike and the other is timelike (e.g., 
for the axially symmetric stationary vacuum). 

II. THE HAUSER-ERNST LINEARIZATION EQUATIONS 

First of all let us briefly review the H-E formulation of 
the linearization equations5 (see also Ref. 6) for the problem 
in question, and establish our notation. 

In the case of gravitational plane waves, the metric of 
space-time is of the form 

- ds2 = f(t,z)( - dt 2 + dz2) + gab (t,z) dxadxb, (2.1) 

where a, b = 1,2 and (x\x2) = (x,y). From the vacuum Ein
stein equations it follows that the equations of motion for gab 
are just 

as(ag-1a'lg) + a'l(ag-1asg) = 0, (2.2) 

where g = (gab) is a 2 X 2 symmetric matrix, a 2 = det g and 
t = W + z), 1/ = W - z) are light-cone variables. The func
tionf(t,z) can then be obtained by solvinglO 

a~loga 1 _I 2 
as logf= + -- tr(ag asg) , 

aslog a 4aasa 

(2.3) 

a2 10g a 1 
a'llogf ='l + --- tr(ag- 1a'lg)2. 

a,., log a 4aa'la 

Thus the problem is reduced to solving the two-dimensional 
Eq. (2.2) which is similar to the equations of motion (1.1) in 
principal chiral models. It is just this similarity that moti
vates us to generalize our treatmene,8 of the infinite-param
eter hidden symmetry algebra for the latter to the present 
case. 

Denote 
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Equation (2.2) is easily shown to be equivalent to 

as(a-lgEa'lg) + a'l(a-lgEasg) = o. (2.4) 

In view of this equation, there exists a twist potential t/J such 
that 

ad = a-lgEasg, a'lt/J = - a-lgEa'lg. (2.5) 

Then we define the generalized (matrix) Ernst potential as 
follows2

: 

E=g+it/J. (2.6) 

Using 

gEg = (det g)E = a 2E, (2.7) 

it can be verified that E satisfies 

asE = ia-lgEasE, a'lE = - ia-lgEa'lE, (2.8) 

with g = Re E. Instead of g, the Ernst potential E can be 
thought of as the basic field variables in the problem under 
consideration for which the equations of motion are Eq. 
(2.8). 

For further development we need more knowledge 
about t/J and E. Because t/J - :;P ( - means transpose) is an 
antisymmetric matrix, we can write it as 

(2.9) 

where /3 is a function (not a matrix) of (z,t). From Eq. (2.5) it 
follows 

(2.10) 

so that /3 and a are a pair of conjugate solutions of the free
wave equation: asa'l/3 = a'lasa = O. 

Noting that !(E + E +) = g + i/3E (+ means Hermitian 
conjugate) Eq. (2.8) can be cast into the form 

21P + a)asE = (E + E +)(iE)asE, 

21P - a)a'lE = (E + E +)(iE)a'lE. 
(2.11) 

From these equations it was shown in Ref. 5 that E satisfies 

asE (iE)asE = a'lE (iE)a'lE = 0, (2.12) 

Using E - E = 2i/3E, Eq. (2.12) can also be written as 

asE(iE)asE = aslP + a)·asE, 

a'lE(iE)a'lE = a'llP - a).a'lE. 

Equations (2.12)-(2.14) will be useful later. 

(2.13) 

(2.14) 

Following Hauser and Ernst,5 it is convenient to use the 
notation of differential forms here. Denoting the dual oper
ation on I-forms in t and 1/ by·, i.e., 

·dt = dt, ·d1/ = - d1/, (2.15) 

Eqs. (2.11) and (2.13) can be written, respectively, in a more 
compact form: 

21P + a·)dE = (E + E +)(iE)dE, 

dE + (iE)A dE = dE + (iE)A ·dE = O. 

(2.11') 

(2.13') 

Now we are in a position to derive the linearization equa
tions, which are the necessary ingredient of our later treat
ment. To this end, we introduce a (complex) parameter t and 
rewrite the equations of motion, Eq. (2.11 'I, as follows: 

t[1-2tlP+a·)]dE=t[1-t(E+E+)(iE)]dE, 
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or, equivalently, 

tdE = A (t)r(t), 

where we have defined 

A (t) = 1 - t (E + E + )(iE), 

r (t) = [I - 2t (11 + a*)] - I dE 

(2.16) 

(2.17) 

t asE dt + t a71E drJ. 
1 - 2(11 + a)t 1 - 2([3 - a)t 

Applying d to Eq. (2.16), we have 

dA (t)Ar(t) + A (t) dF(t) = O. 

(2.18) 

(2.19) 

Using Eqs. (2.17), (2.13'), and (2.16), it can be easily shown 
that 

dA (t)Ar(t) = -A (t)r(t)(iE)Ar(t). (2.20) 

Substituting it into Eq. (2.19) leads to 

dr (t )(iE) = r (t )(iE)A r (t )(iE). (2.21) 

It is obvious that this equation is just the integrability of the 
following linear differential system, 

dF(t) = r (t )(iE)F(t), (2.22) 

where F (t ) F (t, 'T/;t ) is a 2 X 2 matrix function. Equation 
(2.22) is none other than the H-E linearization system.5 Its 
component form is 

asF(t) = t asE (iE)F(t), 
1 - 2t(l1 + a) 

a71F (t) = t a71 E (iE)F(t). 
1 - 2t(l1 - a) 

(2.23) 

In Ref. 5 the following relations for F(t) have been de
rived from Eq. (2.22) with the help of Eqs. (2.10)-(2.14): 

dF(O) = d [F(O) - E (iE)F(O)] = 0, (2.24) 

d [A (t )det F(t)] = 0, 

d [F(t )X(iE)A (t )F(t)] = 0, 

(2.25) 

(2.26) 

whereF(t) = aF(t )lat,F(t)X = F(i)+ (tmeanscomplexcon
jugate of t ), and 

A (t) = [( 1 - 2{3t)2 - (2at )2] 1/2. (2.27) 

Because the linear system (2.22) determines F(t) only up to 
right-multiplication by an arbitrary matrix function of t, we 
have freedom to choose the value of F(O). In Refs. 3 and 5 
they choose F (0) = iE. For later convenience we would rath
er choose 

F(t=O) = 1, 

and, consequently, 

F (0) = E (iE), 

A (t) detF(t) = 1, 

F(t )"(iE)A (t )F(t) = iE. 

(2.28) 

(2.29) 

(2.30) 

(2.31) 

Here we have required that the value of the left-hand sides of 
Eqs. (2.30) and (2.31), which have no dependence on t, 'T/ 
according to Eqs. (2.25) and (2.26), are independent of t, too. 
This requirement fixes the dependence of F (t ) on t to a large 
extent. 
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III. EXPLICIT PARAMETRIC HIDDEN SYMMETRY 
TRANSFORMATION 

Motivated by the explicit hidden symmetry transfor
mations (1.2) proposed by US

8
,9 for 20 principal chiral mod

els, we propose to consider the following one-parameter in
finitesimal transformation of the matrix Ernst potential, 

fjE= - (1//)[F(/)TF(/)-1 - T](iE), (3.1) 

where I is a real parameter, F (I) the solution to the lineariza
tion system (2.22) with t replaced by I, and Tan infinitesimal, 
real 2 X 2 matrix. Below we will show that if we choose T 
such that 

tr T = 0 or TE Lie algebra SL(2,R), (3.2) 

then the transformation (3.1) is a hidden symmetry transfor
mation, i.e., one preserving the equations of motion (2.8), for 
the problem under consideration. II 

First we note that from Eq. (3.1) it follows that 

fjE -li; = - (1/1 )[tr F(/)TF(/)-I - tr T](iE) = 0, (3.3) 

where we have usedAE + EA = (Tr A )E(forany2X2matrix 
A ) and Eq. (3.2). Hence fjE is symmetric. Therefore 
fjg=Re(fjE) is symmetric, as it should be. (This is necessary 
for E + fjE to be also a matrix Ernst potential for some 
space-time.) Moreover, Eq.(3.3) leads to 

(E + fjE) - (E + fjE)- = 2if3E or fjf3 = O. (3.4) 

Now let us further prove that under the transformation 
(3.1) a is invariant, too, i.e., 

fja = 0 or det(g + fjg) = a2. (3.5) 

Indeed, using det A = - ~ tr(AEAE)(for any 2 X 2 matrix A ) 
and Eq. (3.4), we have 

fj (det g) = - tr(fjgEgE) 

= l tr! (fjE + fjE + )(iE)(E + E + - 2if3E)(iE)J. (3.6) 

However, Eqs. (3.1) and (3.2) lead to 

fjE + fjE + = - (1/1 )[F(I)TF(/)-I(iE) 

+ (iE)F(I)X-ITF(lrJ, (3.7) 

where we have used T + = T, TE + ET + = O. Substituting 
Eq. (3.7) into Eqs. (3.6) and taking Eqs. (3.2) and (2.31) into 
account, we obtain 

fj (detg) = (- 1/4/2) tr![F(I)TF(I)-1 

+ (iE)F (/ )X - I TF (I)X(iE)] [1 - A (I)] J 

= (1/4/2) tr! F(/)x - l(iET + ih)F(I)-I(iE) J = O. 

Thus, our transformation (3.1) does not change either a or f3. 
Finally, we need to verify that E + 8E satisfies the 

equations of motion (2.11 '), too; i.e., fjE satisfies 

2(11 + a*)d (8E) = (8E + 8E +)(iE) dE 

+ (E + E + )(iE)d (fjE). (3.8) 

From Eq. (3.1), using the linearization equation (2.22) for 
F(/), it is easy to obtain 

d (8E) = - [I - 21 (11 + a*)]-I 

X [dE (iE),F(1 )TF(I )-I](if"). (3.9) 

Multiplying it from the left by 2(11 + a*), using Eq. (2.11 ') 
and the identity [AB,C] = A [B,C] + [A,C]B, we have 
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21/3 + a*)d (DE) = (E + E +)(iE)d (DE) 

- [(E + E +)(iE),F(/)TF(/)-I]F(/). 

(3.10) 

On the other hand, starting from Eqs. (3.7) and (2.16) and 
using Eq. (2.31), we obtain 
(DE + DE +)(iE) dE = - (1//lI F (/)TF(/)-IA (I) 

+ (iE)F(/)x-IT(iE)F(/)-IJF(I). 

(3.11) 
Making use ofTE + ET= (tr T)E = 0 and Eq. (2.31) once 
more, 

(DE + DE +)(iE)dE = - (1/l)[F(l)TF(l)-I,A (I)]F(I) 

= - [(E + E +)(iE),F(l)TF(/)-I]F(l). 

(3.12) 

In the last step, Eq. (2.17) has been used. Upon substitution 
ofEq. (3.12) into (3.10), we arrive at Eq. (3.8), as desired. 

In summary, Eqs. (3.3), (3.4), (3.5), and (3.8) indicate 
that E + DE, with DE given by Eq. (3.1), is really a matrix 
Ernst potential for some space-time. In other words, the fol
lowing transformation, 

og = Rei - (1/l)[F(l)TF(I)-1 - T](iE)J, (3.13) 

with I real, T an infinitesimal element of SL(2,R ), and F (I ) 
satisfying Eqs. (2.22) and (2.28), preserves the determinant 
and the property of g being symmetric and gives rise to new 
solutions of the equations of motion (2.2) under considera
tion. Note that a simpler formula for og is actually 

og = (- Ill) ReIF(I)TF(l)-I(iE)J. (3.14) 

IV. HALF KAC-MOODY ALGEBRA 

Since F (I ) is analytic around I = 0, we can expand the 
right-hand side ofEq. (3.1) in powers of I. In this way we are 
able to obtain an infinite set of infinitesimal hidden symme
try transformations indexed with zero and positive integers: 

00 

DE = I I nolnlE. (4.1) 
n=O 

Each ofthem satisfies Eqs. (3.3)-(3.5) and (3.8) so that all of 
them are infinitesimal hidden symmetry transformations. 
As is well known, the existence of an infinite set of hidden 
symmetry transformations in the case discussed was first 
pointed out by Geroch. I Here we give explicit expressions 
for these infinitesimal transformations, for the first time in 
the literature to our knowledge. 

In this section we will calculate the commutators 
between these infinite numbers of transformations. When 
doing so, we need first to know what is the variation of F(t) 
induced by DE. From Eq. (2.22) the differential equation sat
isfied by of(t) is 

doF(t) = t [1 - 2t (f3 + a)*]-I 

X I d (DE )(iE)F(t) + dE (iE)oF(t)J, (4.2) 

and Eqs. (2.28)-(2.31) put the following constraints on of: 

1190 

of (0) = 0, OF(O) = (oE)(iE), (4.3) 

det(F(t) + of(t)) = det F(t), 

o(F(t )X(iE)A (t )F(t)) = O. 
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(4.4) 

(4.5) 

By direct calculation it can be verified that the expression 

of(t) = [t I(t - I )][F(I )TF(/ )-1 - F(t )TF(t )-I]F(t), (4.6) 

which is identical to the corresponding one in our treatment 
of hidden symmetry for 2D principal chiral models [Eq. (4.2) 
in Ref. 12], indeed satisfies all the defining equations (4.2)
(4.5). As an example, we present here the proof of Eq. (4.5). 
Using Eqs. (2.17), (2.31), and (3.7), it follows from Eq. (4.6) 
that 

o(F(t )x(iE)A (t )F(t)) 

= [t I(t -l)](F(t )XF(l)x - ITF(l)xF(t)X - l(iE) 

+ (iE)F(t) - IF(I)TF(l)-IF(t)] 

+ (tll)F(tn(iE)F(l)TF(I)-1 

+F(l)X-ITF(/r(iE)]F(t). (4.7) 

However, using Eq. (2.31) and A (t) = 1 - (t II )[1 - A (I I], 
we have 

(iE)F(t )-IF(/) = F(t )X(iE)A (t )F(/) 

and, similarly, 

= [(/ - t )//]F(q(iE)F(1) 

+ (t II )F(t )XF(/)X - l(iE), 

F(l)xF(t)X - l(iE) = [(/- t )II]F(I r(iE)F(t) 

(4.8) 

+ (t II )(iE)F(1 )-IF(t). (4.8') 

Substituting Eqs. (4.8) and (4.8') into Eq. (4.7) and making 
use of ET + TE = 0, we can check that the right-hand side of 
Eq. (4.7) vanishes.Q.E.D. 

Now let us consider two transformations of the type 
(3.1): 

oa(l)E = - (1/l)[F(l)TaF(/)-1 - Ta ] (iE) 

(Ta = aaTa) (4.9) 

of3(/')E = -(1//')[F(/,)Tf3F (/,)-I- Tf3](iE) 

(Tf3 =/]oTa), (4.9' ) 

where Ta are generators of the Lie algebra SL(2,R ), aa, /]0 
infinitesimal real constants, and I, I I real parameters. Ac
cording to (4.6), 

oa(/)F(/') = [/ '1(1 ' -l)] [F(l)Ta F (l)-1 

- F(/,)TaF(/')-1 ]F(/'), (4.10) 

Of3(/')F(l) = [11(/-1')] [F(/I)Tf3F(/')-1 

- F(l)Tf3F(I)-1 ]F(/). (4.10 /) 

Therefore, the commutator between (4.9) and (4.9' ) can be 
computed as follows: 

[Oa (/ ),of3(1 ')]E 

= oa(E + OpE) - OaE - Op(E + OaE) + OpE 

= - (1/l)[ of3(/')F(l).F(l)-I,F(l)TaF(/)-1 ] (iE) 

+ (1/1')[ Oa(1 )F(/,).F(/')-1 ,F(I ')Tf3F(/')-I] (iE) 

= [1/(/'-l)J!F(l)[Ta,Tf3]F(l)-1 

- F(/') [Ta ,Tf3 ]F(/')-1 J (iE) 

=aapbCc (_1-0 (/)E-_II-o (/I)E) (4.11) 
ab I-I' c I-I' c , 

whereoa(/)E =ac·oc(/)E. Expandingoa(l)E andof3(/')E 
as Eq. (4.1), 
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00 

8a(l)E= I Inaa8~IE, 
n=O 

00 

8/3(/ ')E = I I ,me b8\,mIE, 
m=O 

we obtain the commutators 

[o~n),8),ml]E = C~b8~n + mlE (n,m;;;.O), (4.12) 

where [Ta, Tb] = C ~b Tc, i.e., C ~b are structure constants 
ofSL(2,R ). The result shows that the infinite set of our infini
tesimal hidden symmetry transformations 8~n1E form the 
half Kac-Moody algebra SL(2,R ) ® R [/], where R [I] is the 
ring of polynomials in I with real coefficients. 

V.IDENTIFICATION WITH TRANSFORMATIONS IN THE 
GEROCH GROUP 

In order to establish the relationship between our trans
formations proposed above and those in the Geroch group, 
let us consider the Riemann-Hilbert problem approach4 to 
the Kinnersley-Chitre transformations of the Geroch 
group. According to Hauser and Ernst,4 by introducing an 
appropriate Riemann-Hilbert problem, the KC transforma
tionsF (I )_,7(1 ) can be effected by solving the following inte
gral equation of the Cauchy type: 

( Y(s)u(s)F(S)-' ds = 0, (5.1) 
Jc sis - I) 

subject to the boundary condition 

Y(O) = 1. (5.2) 

The complex variable s lies on a circle C surrounding the 
origin (I = 0) in the complex I-plane, whereas t is within C. 
u(t) is a 2 X 2 complex matrix analytic function such that u(t) 
is hoi om orphic on C and 

det U(I) = I, u(1 niE)U(I) = iE. (5.3) 

It can be shown5 that ifF (t ) is a solution to the H-E lineariza
tion equation (2.22) which is holomorphic within and on C 
and satisfies Eqs. (2.28)-(2.3 I), then the solution .7(1) to Eqs. 
(5.1) and (5.2) gives a new solution to the H-E linearization 
equation (2.22) and has the above properties which the origi
nal F(t) has. As proved in Ref. 5, this in turn implies that 
t/ = :!7 (0) (iE) will be a new matrix Ernst potential satisfying 
the relations(3.3)-(3.5) and Eq. (2.11). 

Following Ueno/' let us consider the infinitesimal case. 
Suppose 

U(/) = 1 + V(/) with V(I) infinitesimal. (5.4) 

The conditions (5.3) require that 

Tr V(I) = 0, V(I niE) + (iE)V(I) = O. 

Without loss of generality, we can take 

v(t) = t - kTa' 

(5.5) 

(5.6) 

where Ta is a 2 X 2 infinitesimal constant matrix, k can be 
any integer ( - 00 < k < + 00). From Eq. (5.5) it follows that 
tr Ta = 0, T~ = Ta, i.e., Ta is an infinitesimal element of 
SL(2,R). Writingthecorresponding..7(t )asF(t) + o~IF(I), 
from Egs. (5.1) and (5.2) we obtain 
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8~IF(t)F(I)-' = __ 1_. (ds I F(s)v(s)F(s)-', 
2m Jc sis - I) 

(5.7) 

where we have used 

O~IF(t).F(t)-' =_1_. a ds. 18IkIF(S)F(S)-' 

2m c sis - I) 
(5.8) 

Using the expansions 
00 

F(I;5,rt)TaF(I;5,rt)-' = I I mT~ml(5,rt), (5.9) 
m=O 

= -- for - <1 I 00 t
n

+
1 

( III ) 
sis - I) n~o sn + 2 S ' 

(5.10) 

the right-hand side ofEg. (5.7) can be integrated out to be 
00 

8~IF(I)·F(t)-' = - I In+'T~+k+'1(5,rt)· (5.11) 
n=O 

Note that from Eg. (5.9), T~I(5,rt)-0 for m < 0. Thus it 
is easy to see that 

8~IF(I) =F(I).( - Tal1kl) for k<O. (5.12) 

Moreover, if we define 
oc 

8a(l)F(t) = I Ik8~)F(t), 
k~O 

we can obtain from Eq. (5.11) 

oa(1 )F(I ).F(t )-1 

= _1_[ F(l )TaF(1 )-1 _ F(I )TaF(t )-1], 
t -/ 

(5.13) 

(5.14) 

which is identical to Eq. (4.6). The results (5.12) and (5.14) 
indicate that half of the set of generators (with k < 0) for the 
Geroch group acting on F(I) are gauge transformations 
which do not lead to nontrivial transformations for E or g: 
8~ IE = O(k < 0); and the other half (nontrivial) set of genera
tors can be summarized by our explicit transformations (4.1) 
with 8E given by Eq. (3.1). 

Incidentally, we would like to point out that starting 
from the explicit expressions (5.11) and (5.14) one can easily 
show that 

[o~ml,8~I]F(I) = C~b8~m + nIF(I) (- 00 < m,n < + 00), 

(5.15) 

where 8~ IF(t) = aa8~k IF(t) if Ta = aaTa. This is the full 
Kac-Moody algebra SL(2,R ) ® R (I,t -I) for the Geroch 
group. Thus the presentation in this section can also be 
viewed as an alternative simplified derivation of the Geroch 
group which starts with the Riemann-Hilbert problem ap
proach. However, as is well known, only a half set of the 
generators gives rise to nontrivial transformations for the 
basic (metric) field gab' and their algebra is only half Kac
Moody algebra. 
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For a general relativistic ideal fluid, we analyze the Newtonian limit of the initial value problem 
set on a family of null cones. The underlying Newtonian structure is described using Cartan's 
elegant space-time version of Newtonian theory and a limiting process rigorously based upon the 
velocity of light approaching infinity. We find that the existence of a Newtonian limit imposes a 
strikingly simple relationship between the gravitational null data (i.e., the shear of the null cones) 
and the Newtonian gravitational potential. This result has immediate application to numerical 
evolution programs for calculating gravitational radiation and might serve as the basis for a post
Newtonian approximation scheme. 

PACS numbers: 04.30. + x 

I. INTRODUCTION 

As a matter of practice, general relativity is quite often 
replaced by one of two other theories. In weak-gravity appli
cations, such as atomic or particle physics, it is standard to 
ignore gravitational effects and use (quantized) special rela
tivistic field theory. In low velocity applications, such as 
planetary or stellar astronomy, Newtonian gravitational 
theory gives excellent accuracy. In their appropriate do
mains, special relativity and Newtonian physics are both 
complete physical theories in their own right. It would ap
pear fitting that each should provide a background theory 
for calculating small general relativistic effects. 

To this end, in regard to special relativity, linearized 
theory is standardly adopted in the weak field case. This is 
formaly based upon a one-parameter family of metrics 
gab (A. ), each satisfying Einstein's equation, with gab (0) being 
the Minkowski metric. 1 Geometrically this is a natural ap
proach since the Minkowski metric then provides a space
time background metric. (One might expect that the param
eter A. is related to Newton's gravitational constant, in some 
suitable way. However, a general perturbation theory of this 
sort has never been rigorously formulated, and, further
more, Newton's constant would appear to play no role in the 
description of weak, vacuum gravitational waves.) In this 
approach, the matter fields satisfy their corresponding spe
cial relativistic field equations, to leading order. For exam
ple, a system of dust particles, with energy-momentum ten
sor TI-'v = pul-' Uv ' moves along the straight lines in 
Minkowski space-time, to leading order in A.. Thus, in the 
weak field approach, Newtonian gravitational effects appear 
as perturbations. Post-Newtonian general relativistic cor
rections involve higher order perturbations, and, at this 
stage, a slow-motion approximation is often further intro
duced to facilitate calculations. 

From a physical standpoint, it would appear more natu
ral to obtain post-Newtonian, slow-motion corrections by 
using a perturbation scheme in which Newtonian gravita
tion theory supplies the background, in the limit of infinite 
light velocity. At first sight, such a scheme might appear 
awkward geometrically since Newtonian physics is based 
upon a three-dimensional Euclidean geometry plus absolute 
time. However, there exists2

--6 a geometrically elegant 

space-time version of Newtonian theory based upon an inte
grable I-form tl-' = 1.1-" which determines absolute time, a 
symmetric contravariant "Euclidean metric" of rank three 
g;V, which satisfiesg;V tl-' = 0, and a symmetric connection 
r~v (nonflat in the presence of gravity), whose geodesics are 
the free-fall trajectories of Newtonian gravitational theory. 
This theory reduces to its simplest form in Cartesian inertial 
coordinates xa = (t,Xi) = (t,x,y.z), for which gij = {jij , 
g;O = 0, and 

r~v = tl-'tvg"ufIJ,u' (1.1) 

The Poisson equation for the Newtonian gravitational po
tential fIJ 

V2fIJ = 41Tp (1.2) 
arises from the more geometrical field equation 
RI-'v = 41Tptl-' tv' which relates the Ricci tensor ofthe connec
tion to the matter density. 

There also exists criteria for the Newtonian limit of a 
general relativistic space-time.7

-
1O As an example of such a 

limit, consider the one-parameter family of Minkowski me
trics described by ds2 = dt 2 - A. 2{jij dxi dXi. Here A. is a di
mensionless parameter, and we use units for which the actu
al experimental value of the velocity of light is 1. Thus the 
limit ..1.-0 corresponds to a sequence of space-times whose 
velocity of light (in the above coordinate system) goes to in
finity. For A. = 0, 

gl-'v =tl-'tv and A. 2g;V = -{jf{j;{jij; (1.3) 

i.e., we obtain the ingredients of a Newtonian space-time 
structure, which in this case is empty of matter and free of 
gravitation. More generally, if a one-parameter family of 
space-time with metrics gl-'v (A. ) has a Newtonian limit with 
matter density p, then it can be arranged that, for A. = 0, 
(1.1)-(1.3) hold, wherer~v(A. ) is the Riemannian connection 
associated with gl-'v (A. ). 

Despite its attractiveness, this elegant formalism has 
apparently not been developed as the basis of a perturbation 
theory for post-Newtonian corrections. 11 The results of this 
paper contribute to this end. We show that the characteristic 
initial value formulation of general relativity may be formu
lated in a way such that the conditions for a Newtonian limit 
take on some remarkable simplicity. (This suggests analo
gous results might hold for the Cauchy problem, based upon 
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a spacelike, initial data hypersurface.) 
Actually the motivation for our work comes from a dif

ferent direction. It stems from a program 12 to study numeri
cally the generation of gravitational waves by an ideal fluid 
using a modification of Bondi's version 13-15 of the character~ 
istic initial value problem. As described in Sec. II, in this 
approach, the initial data for the gravitational field is the 
shear of an initial outgoing null cone. Although this initial 
shear can be specified in a constraint-free manner, there is 
special interest in those choices corresponding to the absence 
of incoming waves. In the vacuum case, the appropriate data 
is zero shear, which evolves to produce a flat space-time. 
However, in the presence of matter, space-times with shear
free initial data contain incoming radiation, except in special 
cases such as a null cone with spherically symmetric matter 
distribution. This can be understood by considering a col
lapsing sphere of dust, with Schwarzschild exterior. Here, 
although gravitational radiation is clearly absent, the bend
ing oflight by matter introduces shear on any outgoing null 
cone whose vertex is displaced from the center of symmetry. 
Thus resetting the initial shear to zero is equivalent to intro
ducing incoming radiation. 

The underlying physical consideration here is the desire 
to be able to study the generation of gravitational waves from 
systems which, at least initially, are in some sense quasi
Newtonian. While it is easy to prescribe exotic initial data, 
the issue of quasi-Newtonian initial data is quite subtle. We 
solve this problem in Sec. III by applying the technique of 
Newtonian limits to the characteristic initial value problem. 
In Sec. IV, we conclude with a discussion of how the general 
relativistic system evolves relative to its Newtonian counter
part. 

Our conventions are adopted to agree, as closely as pos
sible, with those of Refs. 13-15. We use signature 
+ - - -; units for which Newton's constant and the ex
perimental value of the velocity oflight are both unity; 
Greek letters run from 0 to 3 for space-time indices; a com
ma to denote partial differentiation; a semicolon to denote 
space-time covariant differentiation; and Eisenhart's 16 cur
vature conventions, for which v . f3 - V f3 = v R" /1,a f-l; a \-' J-lu{3 , 

R/1v = R a /1va' and R = R a a' We will deal extensively with 
quantities defined on a topologically spherical subspace with 
intrinsic metric h AB' with capital Latin letters running from 
2 to 3. We denote the curvature scalar of hAB by yt. Accord
ing to the above conventions, yt = - 2 for the unit-sphere 
metric hAB = qAB' Two-dimensional covariant differenti
ation with respect to hAB is denoted by a colon and is often 
rewritten in a notation, based upon a dyad position hAB 
= 2rn(A m B)' The numerical conventions for a are chosen to 

agree ~ith Ref. 17, As examples, VAB rnA mB = d (VA rnA)I 
Y2 = av, where v = v A rn AjY2 is a spin-weight-l quantity; 
fA A = 2/0B rnA !fiB = ClOf; and, for a quantity 'T/ of spin 
weight s, (ClO - ClO)'T/ = 2s'T/. Lower case Latin letters, run
ning from 1 to 3, denote the spatial components of the New
tonian limit of tensor fields. As in the previous Minkowski 
space example, we use a dimensionless parameter A, corre
sponding to l/(velocity oflight), to describe the Newtonian 
limit. The symbol .. ~ " stands for "equal to, for A = 0"; e.g., 
A ~O, 
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II. THE INITIAL VALUE PROBLEM 

We consider a one-parameter family of metrics g v (A ) in 
terms of the cha~acteristic initial value problem based upon a 
system of outgomg null cones. For an introductory feel for 
where po~ers of A should appear, consider the flat-space 
case obtamed by transforming the Minkowski metrics 
ds2 = dt 2 - A 28ijdxi dxj into the null polar coordinate sys
tem x a = (u,r,e,tjJ ), with 

U = t - Ar, x = r sin e cos tjJ, 

y=rsinesintjJ, z=rcose. (2.1) 

We obtain 

ds2 = du2 + 2A du dr - A 2rqAB d~dxB, (2.2) 

whereqABd~dxB = de 2 + sin2e dtjJ 2 is the unit-sphere met
ric. The contravariant components are given by 

gIlvIJ,v = 21011 - A -V.l1 + r-2~B IAIB)' 

We then have l8 

g/1V ~ t/1 tv and A 2g1lv ~ - 8(8;eij, (2,3) 

where t/1 = t,/1 ~ u,/1 and eij is the polar coordinate version 
of the contravariant Euclidean metric. Thus in the limit 
A~, we again obtain a Newtonian structure, the difference 
now being that the hypersurfaces u = const are outgoing 
null cones for A #0 and absolute time slices for A = O. Note 
that this introduces odd powers of A whereas only even pow
ers typically occur in Newtonian limits based upon spacelike 
hypersurfaces.7-IO.19 

This Minkowski space-time example serves as a model 
for our general relativistic treatment. We introduce a null
polar version of Fermi coordinates based upon the outgoing 
~ull cones emanating from a timelike geodesic with proper 
time u, We let u label these null cones, rbe the luminosity 
distance along these null cones, and XA = (e,tjJ ) be labels for 
the null rays, In the x a = (u,r,~) coordinates, the line ele
m~nt for each member of our one-parameter family of me
tncs takes the Bondi-Sachs form 13, 14 

ds2 
= goo du2 + 2go1 du dr + 2g0A du d~ 

+ gAB d~ dxB , (2.4) 

where detlgAB I = A 4r4sin2e. [Note that diffeomorphism 
freedom has been used to make (u,r,~) a common Bondi
Sachs coordinate system for all metrics of the A-dependent 
family.] The boundary and smoothness conditions at the 
vertex r = 0 follow from requiring that the transformation 
(2.1) lead to a smooth Fermi coordinate system, with a Min
kowski metric at the origin. We shall assume asymptotic 
flatness and that the coordinate system may be extended to 
r = 00, although for some purposes this is not necessary. 
These additional assumptions limit the bending of the cen
tral null rays and thus qualitatively restrict the size of the 
system's quadrupole moments. 

We set 

gAB = - rA 2hAB , 

gOI = Ae2A 'f3, 

gOA =A 3rUA, 

goo = elA 'f3V /r - A 4rh ABUA UB, 

(2.5) 
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with hAB hBC = 81:, detlhAB I = sin2e, 
hAB = qAB + A 2YAB (2.6) 

(where qAB is the unit sphere metric) and V = r + A 2 W. We 
raise and lower capital Latin indices with hAB . Here some of 
the A factors are introduced so that (2.4) reduces to (2.2) in 
the flat-space case. The remaining factors are chosen so that 
it is consistent with Einstein's equation to require that YAB' 
/3, UA , and W be smooth fields for A = 0 (see Sec. III). The 
non-vanishing contravariant components of the metric are 

gAB = _ A -2r-2h AB, 

01 1 -I - 2).'13 g =/1, e , 

glA = e- 2).'I3U A , 
(2.7) 

gil = -A -2e -2).'13Vlr. 

We now consider Einstein's equation G,.,.v = - 81TT,.,.v, 
for a one-parameter family of ideal fluid sources described 
by 

(2.8) 

withp = pip) and with 4-velocity w,.,. ofthe form 

w,.,. = t,.,. + A 2V,.,., (2.9) 

where again t,.,. = to"" = (u + Ar)o"" and v,.,. is a smooth field 
for A = O. This form for the 4-velocity is chosen so that its 
contravariant components satsify 

wa ,;, (I,Vi)';' (1, - VI' - r-2~BvB)' (2.10) 

where V = (V I, VA) are the velocity components (in polar 
coordinates) of an ideal fluid in the Newtonian background. 
In space-time notation, va,;, Va. 

For the time being, our primary concern is with the null 
hypersurface constraint equations. 20 They take the form 18 

-81TA -2TII = -4/3,llr+A2~BcABI4, (2.11a) 

- 81TA -2TIA = - (r4e-2).'13hABUB.I),I!2r 

-2/3,Alr+/3,IA -CAB ,BI2, (2.11b) 

-81Tr(T-gABTAB )=U -2e -2).213VI +..1. -2!!11 

+ 2/3 A A + U 2/3:A /3:A 
_ e-2A213r-2(r4UA) . 

,I.A 

+..1. 2r4e -4).'13h U A U B 12 AB .1 ,I , 

(2.11c) 
where we have introduced the shear tensor CAB = YABol 
= hAB,1 1..1. 2. 

The unconstrained data on an initial null hypersurface 
consists of the matter variablesp, VI' and VA and the gravita
tional data CAB (or either Y AB or h AB' since smoothness re
quires that YAB vanish at the origin). 2 

I In terms of this data, 
radial integration of the hypersurface equations (2.11) deter
mine /3, U, and W = (V - r)/A 2, and thus the entire initial 
metric. All integration constants are fixed by the smoothness 
conditions, which require that /3, U, and W vanish at the 
origin. The normalization condition wi-'- w,.,. = 1 determines 
VO' The general relativistic matter data induces, for A = 0, 
initial data for a Newtonian field. Our primary question is: 
What is the appropriate gravitational data such that the limit 
A~ gives the Newtonian gravitational structure for this 
fluid? 
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Ill. NEWTONIAN LIMIT ON THE NULL CONE 

In order for a Newtonian limit to exist, the analogs of 
(1.1)-(1.3) must hold, in a form adapted to spherical coordi
nates with a freely falling origin. We begin our examination 
of these conditions by setting A = 0 in the hypersurface 
equations (2.11). This gives, using (2.6) to describe the gravi
tational degrees of freedom, 

/3.1 ,;, 21Tpr, (3.1a) 

(r4U A.I ),I';' -4r/3A +2r/3,I:A -r~B'B' (3.1b) 

»':1 ,;, 2/3 - /3 A A + (r4 U B ).IB!2r 
+ yABAB/2 - 41Tpr. (3.1c) 

Here we have used (!!II + 2)/..1. 2';' - YAB AB in obtaining 
(3.1c). 18 Also note that all colon-derivatives appearing in 
(3.1) reduce to covariant derivatives with respect to the unit 
sphere metric. 

From (3.1), it is evident that ifYAB'p,P, and v,.,. have 
smooth limits as A~, then so do the derived fields /3, UA 

, 

and W. As an immediate consequence, it follows from refer
ring to (2.5) and (2.7) that (2.3) holds. Thus, on any null cone 
for which the gravitational and matter degrees of freedom 
havethe..i. dependence (2.6), (2.8), and (2.9) and for which the 
hypersurface equations hold, the limit A~ gives this cone 
the structure of an absolute-time hypersurface with Euclid
ean metric. 

Now, under these assumptions, consider the limit of the 
connection. The analog of (1.1) in the present case is 

r p ~ rO 

p 1 2t t nPiI(/J-
JJv - J.1-v - /l, I-l vo, ,a' (3.2) 

where t~v are the inertial connection coefficients associated 
with a spherical coordinate system and (/J * is the solution of 
Poisson's equation with the boundary condition that it and 
its spatial gradient vanish at the origin. 22 Thus, because of 
the free-fall property of the origin, (/J * differs from the usual 
(/J, which vanishes at infinity by a monopole-dipole solution 
of Laplace's equation 

(3.3) 
m 

A straightforward investigation shows that the connection 
satisfies (3.2) and the boundary conditions if and only if 

(/J * ,;, W 12r + /3. (3.4) 

In addition to our previous result concerning absolute time 
and Euclidean metric, we now have: If the hypersurface 
equations hold on our system of null cones, for uncon
strained variables having the A dependence (2.6), (2.8), and 
(2.9), then the connection satisfies (3.2), with (/J * given by 
(3.4). 

For this (/J * to satisfy the Poisson equation, the gravita
tional degrees offreedom YAB (for ..1.= 0) can no longer be 
arbitrary. Just as YAB leads uniquely to Wvia the hypersur
face equations, any condition on W restricts Y AB' However, 
while simple radial integrations lead from YAB to W, the 
reverse relationship involves quite complicated partial dif
ferential equations. Thus the (A = 0) condition that WI 
2r + /3 satisfy the Poisson equation might seem intractably 
complex to reexpress in terms of the otherwise uncon-
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strained variable r AB' Remarkably, the following analysis 
translates this into a simple condition on r AB' 

We begin this analysis by rewriting (3.1) in terms of 
spin-weighted functions. IS We introduce the spin-weight 
zero quantities a and Z by 

cABmAm
B = (fa and (2) 1I2 UA mA = 6Z. (3.5) 

These equations define Z up to a term with monopole angu
lar dependence and a up to a monopole-dipole term. (This 
freedom will be removed below, for A = 0.) Also, from CAB 

= rAB.l' we have rABmA m
B ~ 62 Sa, where we introduce 

the shorthand notation 

J f= ff(r')dr" 

The hypersurface equations (3.1) can now be put in the form 

/3. 1 ~ 21Tpr, (3.6a) 

6(r4Z.1 ).1 ~ 6( - 4rf3 + 2~f3.1 - 2~a - ~63a), (3.6b) 

W:I ~(2-63)/3 +63[r4(Z+Z)].1/4~ 

+ 6232 J (a + a)/4 - 41TP~, (3.6c) 

Note that the matter appears as a source in (3.6) only 
through the density p. To leading order inA, the velocity and 
pressure do not contribute directly to the gravitational field, 
as in Newtonian theory. Just as a single scalar suffices to 
describe the Newtonian gravitational field on an absolute 
time slice, it seems physically reasonable that a single degree 
of freedom of the Einsteinian gravitation field suffice to pro
duce this Newtonian limit. With this in mind, let us tenta
tively proceed on the assumption that (the unconstrained 
data) a is real for A = O. In the language of 6 calculus,17 this 
means that the shear of the null cone CAB is pure electric, for 
A = O. Also, without further loss of generality (see 3.6b), we 
assume Z is also real. 

With this assumption, we analyze the implications of 
the Poisson equation (in spherical coordinates) 

V2(/>* = (~(/>~).I/~ + 6d(/>*/~ = 41Tp. (3.7) 

Using (3.4) to substitute for (/> * and (3.6) to eliminate, as far 
as possible, radial derivatives of f3, Z, and W, (3.7) leads to 

6d[W + r(~Z).I] ~ O. 

We now use this to fix the monopole freedom in Z by setting 

W + r(~Z),1 ~ O. (3.8) 

We also now fix the monopole freedom in a by rewriting 
(3.6b) as 

(3.6b/) 

Substituting W from (3.8) into (3.6c) and using (3.6a) and 
(3.6b/) leads (after some manipulation) to 

(1 +6d/2)[(r4Z).I/,-3-2/3/r-2a+r- 16d J a] ~O. 

We use this to fix the dipole freedom in a by setting 

(r4Z ).1/,-3 - 2{3/r - 2a + r- lad J a ~ O. (3.9) 
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Next we apply the operator (a /ar)r4(a/ar) to (3.9), which al
lows us to eliminate Z by using (3.6b/). After extensive ma
nipulation, there results 

4f3 + 4ra + 5~a.1 + ,-3a.1l + r6da + 6d f a ~ O. 

(3.10) 

Finally, by taking the radial derivative of (3.10), f3 may be 
eliminated using (3.6a). This leads to the Poisson equation 

(3.11) 

In fact, a comparison of (3.7) and (3.11) implies that 

(~a).l ~ - 2(/>*, (3.12) 

since both sides of this equation share the same smoothness 
condition at the origin and have the same asymptotic behav
ior [as may be checked by straightforward expansions using 
(3.3), (3.4), (3.8), (3.6b/), and (3.9)V3 Thus, from (3.3), a itself 
has asymptotic behavior a ~ - Lam Y 1m - 2al 
r + 2Mlogr/~ + "', where M is the total Newtonian mass. 
Although a logr term, associated with M, occurs in the ex
pansion of a, no such terms occur in 62a, so that the shear 
and all other geometric quantities have asymptotic expan
sions in l/r. This is essential for the smoothness of null infin
ity, which lies at the heart of a rigorous definition of asymp
totic fiatness. 24 The form in which a enters (3.12) appears 
less mysterious when one notes its relation to the Weyl ten
sor 

Thus the Newtonian potential also plays the role here of a 
potential for the Weyl data on a null cone. 

We have at this stage attained one major goal, namely 
the formulation of a simple algorithm for prescribing the 
null data appropriate for quasi-Newtonian initial condi
tions. First solve for the potential (/> of the Newtonian sys
tem. From this (/>, determine the initial shear from (3.5) and 
(3.12).25 This data guarantees, at the initial time, that the ..1,
dependent family of general relativistic systems has the 
Newtonian system as a strict limit. In practice, this is an easy 
scheme to implement, say, in a numerical evolution pro
gram. After determining the initial shear, simply set A = 1 
everywhere. The resulting system will initially approximate 
the Newtonian system to the extent thatp/p, Va' and (/> are 
small compared to 1. 

We note that it is not necessary to make the pure electric 
assumption a ~ a in order to satisfy the Poisson equation 
(3.7). With a complex a, the foregoing analysis proceeds in 
the same fashion, except for the substitutions a~(a + a)12 
and Z~(Z + Z)12 in (3.8)-(3.12). Thus, in the final result 

(~(a + a)).1 ~ - 4(/> *, (3.14) 

only the real part of a is determined by the Newtonian poten
tial and the imaginary part remains free of constraints. How
ever, as far as quasi-Newtonian initial conditions are con
cerned, it might be expected that the imaginary part of a 
should vanish. This is in fact necessary for the A dependence 
of the gravitational null data, indicated in (2.6), to be pre
served by the dynamics, as discussed in the next section. 
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IV. CONCLUSION 

So far we have not considered any dynamical equations 
but have established, at a kinematic level, the following re
sult for an ideal fluid source. A A-dependent family of Lor
entzian space-times which satisfy the hypersurface equa
tions on a geodesic system of null cones, with null data 
having the A dependence indicated in (2.6), (2.8), and (2.9) 
and satisfying (3.14), has a limit which satisfies the kinematic 
conditions for a Newtonian space-time, i.e., (2.3), (3.2), and 
(3.7). We now examine the remaining components of Ein
stein's equation, which govern the evolution of this system. 
These are equivalent to the matter evolution equation 
TJ-L v;v = 0 and the gravitational evolution equation 
(Gaf3 + 81TTaf3 )rnU rn

f3 
= 0. 12 

We first examine the matter evolution equation. To 
leading order in A, its component can be reduced to 

p,o -(rpvll.llr-(pvB)'Blr~O, (4.1a) 

(pvA),o - (rpvAvJ!,llr 

- (PVA VB):B Ir - P,A - pi/> ~ ~ 0, 

(pvd,o - (rpvlvl),1 Ir - (PVIVA t Ir 

+pvA~/~-P,1 -pi/>~ ~O. 

(4.1b) 

(4.1c) 

After the substitution vr--+Vi indicated in (2,10), these are 
exactly the Euler equations for an ideal fluid,26 adapted to a 
spherical coordinate system with freely falling origin. Thus if 
the above A-dependent family also satisfies the matter evolu
tion equations, then its limit has all the Newtonian structure 
of a self-gravitating fluid, 

We now investigate to what extent the dynamics of the 
Einsteinian gravitational field preserves the A dependence of 
the null data (2,6) and the Poisson condition (3.14), necessary 
for the Newtonian limit, The gravitational evolution equa
tion takes the form 

81TA 2(p + A 2p)(V rnA f = e -- lA 'f3rn ArnB [r(rh ) 1..1. A AB,O ,1 

- (rVcAB),1 12 - 2elA 'f3(fJAB + A 2/3 A/3 B ) 

+rhACUC,I:B -A2r4e-2lc'f3hAchBDUC,1 U D,1/2 

+ 2rUA:B + A 2rcAB U D:DI2 + A 2rcAB:D U D 

- A 2rcA D(UBD - UD,B)]' (4.2) 

By evaluating (4.2) at ..1.= 0, we find that the evolution pre
serves (2.6) only if 

a2[(ral. l + 2/3 - (rZ ),1] ~ 0, 

or only if the term in the bracket vanishes up to an irrelevant 
monopole--dipole term. The real part of this bracket vanishes 
as a result of (3.4), (3.14), and (3.8) [with Z---..(Z + Z )/2; see 
the last paragraph in Sec. III]. Thus we must require 
Im(a - Z) ~ 0 or, substituting into (3.6b'), 

Im[(r4a. 1 ).1 Ir + 2a + ada] ~ o. (4.3) 

Taking the radial derivative of(4.3) and setting 
f~ Im(ra. I ), we find vy= 0, which impliesj= O. Thus, 
for A = 0, a must indeed be real, and the shear must be pure 
electric, in order for the A dependence of the gravitational 
null data to evolve properly. 

Consider now a Newtonian fluid, satisfying the Euler 
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and Poisson equations, during some time interval uo<,u < u I' 
Letp N, V N" and aN be some choice of nuH data, for a general 
relativistic fluid, on each of the corresponding nuH cones 
UO<,u<u l such that, forA =O,PN' VN" and - (raN),1/2 
are the density, velocity, and gravitational potential [as in 
(3.12)] of this Newtonian fluid. Letp, Vi> and a be the density, 
velocity, and shear potential of a fluid satisfying Einstein's 
equation such that, for u = Uo, 

(4.4) 

Does (4.4) remain valid throughout this time interval27 or 
does the A = 0 limit of the Einsteinian fluid evolve away 
from its Newtonian counterpart? 

The (limit of the) matter evolution equation (4.1) guar
antees that the first two conditions of(4.4) remains satisfied. 
In order to investigate the third condition, we must further 
analyze (4.2). We expand aH A-dependent quantities in the 
form 

Then to next order, (4.2) implies 

0= a
2

[ - r(r J aO'O).1 + (ral),1 12 + /31 - (rZd.1 /2]. 
(4.5) 

In order to satisfy (4.4), ao must remain equal to aN (which 
comprises two conditions since, in general, a is complex). 
But the unconstrained dataa l , which occurs in (4.5), has just 
the right degree offreedom to be able to set ao,o = aN,O for 
u = Uo. Proceeding further ao,oo depends upon a l.o, which 
in turn depends upon a 2 according to the next order in the 
expansion of (4.2). Thus again there is the right freedom in 
the initial data a 2 to set ao.oo = a N,OO' initially. In this fa
shion, we are led to a sequence of initial conditions on the a 
which are formally necessary for the equality a o = aNn, 
throughout uo<'u < U I' The order n to which these condi
tions are satisfied determine the degree of tangency between 
the evolution of the A = 0 Einsteinian system and its Newto
nian counterpart. From a physical point of view, it seems 
plausible that the effect of these conditions is to eliminate the 
presence of incoming radiation in the initial data for the ..1.
dependent system. 28 The algorithm for prescribing quasi
Newtonian initial data, given in Sec. III, may thus be shar
pened by extending it to some an level. 

Our results warrant further investigations to determine 
whether this approach can be developed into a practical and 
rigorous scheme for post-Newtonian calculations. One at
tractive feature is its intimate connection with the curved 
space null cone, which aHows a simple identification of gra
vitational radiation. 
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Following the general results of Park and Band it is shown that any state of a quantal ensemble 
allowed by the Hilbert space formulation of nonrelativistic quantum mechanics may be 
determined from the results of measurements, under the assumption that all measurements, those 
of energy, position, and spin projection, are in accordance with the projection postulate. 
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I. INTRODUCTION 

In the standard formulation of nonrelativistic quantum 
mechanics all properties of a collection of quantal systems 
are usually described by a statistical operator (state) W, 
W;>O, tr W = 1. Two distinct behaviors of Ware adopted I: 
the evolution, governed by the Hamiltonian Has 

WIt) = exp( - zHt)W(O)exp(iHt); (1 ) 

the other occurs in the measurement of an observable 
A = "1.o,P" and the premeasurement state WPM changes into 
an aftermeasurement state 

(2) 

where w, = trIP, WPM) and W, = P, WpMP,Itr(P, WPM)' 
In fact, a possibility to assign some particular state W to 

the collection of quantal systems is a consequence of one's 
ability to prepare it by means of(2) and (1). A description by 
means of W is applicable to any number of quantal systems 
forming a collection. Hence, knowing the state W of a parti
cular collection one is able to explain the future behavior of 
the inspected collection, using (1) and (2). However, if one 
wants to predict the future behavior of the collection de
scribed by W, or what is equivalent, to test the validity of(2) 
in some other measurements, e.g., that of B = "1.b,Q, 
([A,B] #0), the original number of systems in a collection 
may become insufficient. Having this in mind, we will use 
the term ensemble for such collections of quantal systems 
described by W that will satisfy (2) (with a reasonable accura
cy) for any allowed measurement. 

The first consequence of the adoption of an ensemble is 
that a probabilistic behavior of a single quantal system in 
measurement (2) may be replaced by an almost certain be
havior of an ensemble in measurement. The second conse
quence occurs when it is possible to obtain a collection of 
ensemble's replicas, each replica in the same state W. Per
forming different measurements, one measurement on one 
replica, it is sometimes possible to determine the state W 
from the results of the measurements. 

Ifwe assume that the vector space associated with some 
quantal system is an n-dimensional complex space En (C), a 
statistical operator (state) W of an ensemble is some n X n, 
Hermitian complex, non-negative matrix, having the prop
erty tr W = 1. Denoting by V~) the real n2-dimensional vec
tor space of all Hermitian operators acting on En (C), the set 
of all states VI;:; is a convex subset in v~n). 

In v~n), the scalar product of two elements A,BEV~) is 
given by (A ,B )=tr(AB ) and if ! A k J 7' is an operator basis in 
V~), determination of some unknown state Wu , which is 
now an n2-component vector from V~i, requires its n2 com

ponents ! tr( WuAk) J f= I' 
This was a general idea proposed by Fan02

; later in the 
work of Park and Band,3 a basis ofirreducib1e tensorial oper
ators in v~n) was given. In particular, they have shown exam
ples of the state determination for spin j = ~,14,5 and for the 
one-dimensional spin less particle,6 They have introduced 
the term "quorum" of observables for a set of observables 
constituting a basis in v~n). 

In order to place the aim of this note properly one 
should notice what was not completely specified in the 
works mentioned. If ! A k J 7' is some particular quorum in 
v~n), an expected value of some observable Ak = "1.,Ok'Pk, is 
assumed to be the result of an appropriate measurement. 
Generally, there are two ways to obtain some (A k ) 

= tr(WuAk)' The first one is whenA k =/(A JandA = "1.o,P, 
is, say a nondegenerate observable ("1.,P, = I, P'Pj = OIjP' , 
tr(P,) = 1,0, # OJ)' The measurement of A will give 

n n 

WAM = I P, WpMP, = I w,P, (2') 
i= 1 i= 1 

and (A k ) = "1.,/(o,)w,. The second way is when an evolu
tion governed by a precisely known Hamiltonian H [U-
(t) = exp 
( - iHt )] may be imposed on the premeasurement state WPM 
(to). Then the measurement of A = "1.o,P, at some later mo
ment tl > to will give 

n 

WAM(t.) = I P, exp( - iHt l ) WPM (to)exp(iHtl)p, 
i= 1 

(3) 

and it may be interpreted as a measurement of 
A (t l ) = "1.0, U(tl)P, U +(td performed on WPM (to)· Therefore, 
ifAk = JlA (td), (A k ) t" = "1./(0, )w,(t.). Furthermore, a mea
surement (2') or (3) gives (n - 1) data about the premeasure
ment state, and it may occur that only n' < n - 1 data are 
useful to calculate the quorum means (A k ), making the rest 
of n - 1 - n' data useless. Thus we arrive at the first ques
tion which this note considers, namely, to identify and classi
fy a state-determination procedure in accordance with (2') 
and (3) and to identify a minimal set of different measure
ments, i.e., a minimal quorum, and this is the content of Sec. 
II. 
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So far we have assumed that any AEv~nl possesses a 
measurement procedure [by means of (2') or (3)] i.e., that all 
operators are observables, but the situation is usually differ
ent and only some of the operators possess a clear measure
ment procedure, while the status of other operators is usual
ly unclear. This occurs in the set of all states VI:;,!, and while 
for some states a clear preparational procedure exists, at the 
same time for other, nonpreparable states even a physical 
interpretation may be unclear. Besides, there is no experi
mental evidence that such states exist and one may question 
the validity of (2') or (3) for such states. 

In order to justify a state determination for such cases 
one should proffer some plausible extension of(2') and (3) on 
all states from VI:;,!, if it is possible, and then to identify a 
quorum among the allowed set of measurements, and per
haps a minimal one. This is a second point which this note 
considers, namely, what are the consequences and what as
sumptions should be addopted in order to justify a state de
termination in the case when all operators are not effective 
observables; this will be discussed in Sec. III. 

All that has been mentioned occurs in the examples of 
the spin systems. For} = ~ all operators are observables, for 
j > ~, the spin operators are usually assumed to be observa
bles, while the standard formulation allows nonspin opera
tors and nons pin states. 7 The state determination for the 
j = 1 case is given by means of (2') and a continual applica
tion of(3),4 but a very important fact is that recently an inter
pretation for the nons pin operators and states was given with 
a suggestion for generalized Stern-Gerlach type measure
ments,8 that will make them observable. A natural extension 
of these results is an explicit proof given in Sec. IV that the 
state determination for a spin} ensemble can be obtained 
from the results of not more than 4j + 1 standard Stern
Gerlach type measurements. 

To include the case of state determination in an infinite
dimensional space, Sec. V starts with an explicit state deter
mination for a one-dimensional linear harmonic oscillator 
which is followed by the general solution6 for one-dimen
sional spin less particle. 

The next aim, to establish a composite system's state 
determination, is fulfilled in Sec. VI. This section also con
taines a proof that the state determination is fundamentally 
dependent on the validity of (2). 

Finally, the main conclusion of this note, i.e., that any 
state allowed by the Hilbert space formulation of nonrelati
vistic quantum mechanics may be determined from mea
surements, is briefly discussed in Sec. VII. 

II. STATE DETERMINATION: ALL OPERATORS ARE 
OBSERVABLES 

In this section we shall give a brief description of some 
formal properties of v~nl, VI:;,!, and the state determination 
assuming, that all operators are observables. 

As was mentioned in Sec. I, the real vector space of all 
Hermitian operators V~I = [A IA + = A 1 is an n2-dimen
sional space. For AEV~I we will define by PA the projector 
(P 2 = P Jon the range (A ). Then v~nl(p) = [A IPA P = PA 1 isa 
subspace of V~I in which P is the unit operator. If tr P = k 
then dim(V~I(p)) = k 2; in particular, v~nl( 1) = nn). 
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Furthermore, we will denote by V~I( [Pi 17) 
= ~ Ell nnl(Pi ), whereP~ = Pi' ~Pi = 1, andPiPj = DijPi , a 

maximal (n-dimensional) commutative subspace in v~n). The 
set [Pi 17 is an orthogonal basis set in nnl( [ Pi 17 ). Sometimes 
instead of [Pi 17, a basis set [A rl;:ci [A = ~7~ laiPi 
E V ~I([ Pi J7 ) is a nondegenerate observable] will be used. 

For AEv~n), A' = UA U +(UU + = 1) is an orthogonal 
transformation, and for P = p2Ev~n),A ' = PAPis theortho
gonal projection of A into V~I(P). Hence, the orthogonal pro
jection of A into nnl( [ Pi J 7) is given by A ' = ~7 ~ I PjAPi . 

The set of all states VI:;,! = [ WI W:>O, tr W = II is a 
convex set in v~nl. Strictly speaking, it is enough to consider 
only the convex set of points of WE VI:;,!, lying in the hyper
plane Ho = [A I tr A = 11, where every point represents 
A =A - (lIn)1." 

If we assume that the convex dimension d of a particu
lar convex set Vis equal to the maximal dimension ofa sim
plex 10 Sid I C V, VI:;,! has the convex dimension n2 

- 1. 
For WE VI:;,!, tr Pw = k is called rank ll of W. If k = 1, 

W is an extremal element in VI:;,! (pure state), i.e., W 2 = W. 
If k > 1, Wis a mixed state. If k < n Wis a boundary element 
in VI:;,!, WEJVI:;,!. If k = n, Wis an interior element in VI:;,!, 
WEintVI:;,!. 

The set of all WE V~I ([ Pi 17) is a maximal convex set of 
commutative states, VI:;,!([ Pi 17) and it is an n - 1 dimen
sional simplex. As in the case of Vi:;,!, the relevant part is a 
convex set of points WE Vi:;,! ( [Pi 17), forming a segment for 
n = 2, an equilateral triangle for n = 3, etc. Hence, V(:;,! 
([ Pi 17) = conv( [Pi 17), being the minimal convex hull of 

[Pi 17· 
If WPME V I:;,! ( [Qi 17), and AE V~I( [Pi 17) is a nondegen-

erate observable, Eqs. (2'), e.g., WAM = ~7 ~ 1 Pi WPMPi 
E VW (n

l( [ Pi 17) is the orthostochastic projection of WPM into 
v~nl([Pi J7). Regarding the eigenvalues of WPM and WAM as 
two n-dimensional vectors [WIPM Ii 17, [ W(AM Ii 17, then 
C [W(PMli 1 = [WIAMli 1 where C is an orthostochastic ma
trix 12 and [C] ij = tr (PiQj ). 

In these circumstances determination of some Wu E Vi:;,! 
is possible if one is able to find a set of maximal commutative 
subspaces [ v~nl( [P(k Ii 17 ~ 1 ) I ~ ~ 1 such that nnl = u~ ~ I V~I 
([ Plkli l7= I)' Performing N appropriate measurements, i.e., 
obtaining N orthogonal projections of Wu into VI:;,! 
([ Plk Ii J ;' ~ l)' W ~1 = ~7 ~ 1 Plk Ii Wu Plk Ii' the unknown state 
may be expressed as Wu = ~k,if(tr(P(kli Wu)P(kli' 

The set of measured nondegenerate observables 
[Ak 1 ~'= 1 (AkEV~IO P1kli 17= l)) will form a quorum for v~nl. 
It is easy to see, having in mind that IE v~nl [Pi 17JrI V Inl 
([ P : 17) that N:>n + 1. When N = n + 1 we say that 
[Ark I l7 + 1 is a minimal quorum and in that case eigenprojec
tors of [A k ) ;' + 1 will form a projector basis set in v~nl. Some 
aspects of minimal quorums are discussed in Ref. 13. 

Assuming that all A k possess a direct measurement pro
cedure by means of(2') one obtains a "kinematical quorum". 
Another case, i.e, a "dynamical quorum" occurs when an 
observable A = ~aiPi is measured at different moments 
to,tl, ... ,tlV assuming that from the moment to the unknown 
state Wu (to) undergoes the evolution as Wu (t) 
= exp( - iH (t - to)) Wu (to)exp(iH (t - to)) governed by a 
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precisely known H = l:k hI< Qk' It is equivalent to the mea
surement of N observables A (tk ) = U(tk)A U +(tk) per
formed on Wu (to), one measurement on one replica of the 
inspected ensemble. 

It is easy to show what conditions should be satisfied by 
A and H in order that the set fA (t k II f = I becomes a quorum 
in v~nl, i.e., in terms of eigenprojectors of A (tk ), that 

(I, I Pi (to) 17,: /, I Pitt d 17,: II, ... , I Pi (tN) 17': /} (4) 

contains a projector basis set in V~I. Introducing a basis set 
of elementary n X n, complex Hermitian matrices9 in v~nl 

Umk = 2 -1I2(ekm + emk ), 

~mk = i2-1/2(ekm - emk)' l<m <k<n, 

and ekk = Qk 1 <k<n, (5) 
where [emk ] Ij = Om/>k) is an elementary n Xn matrix, one 
may express all relevant operators in terms of (5) and 
H = l:hkQk 

Ps(to)= i a~Qk + I (a;'atj1l2(COS(CPmk)tT",k 
k = I m.k 

+ sin(cp mk )dmk ) 

and (4') 

Ps(t) 

i a~Qk + I (a~a~)1/2[(coS(CPmk - (h m - hk)t)Umk 
k= I m,k 
+ sin(cpmk - (hm - hk)t)~mk]' 

Therefore, (4) may contain a basis set for v~nl only if the 
(n - 1) X (n - 1) matrix [a~ ] of coefficients from (4') is a 
nonsingular one, which is equivalent to the nonsingularity of 
the orthostochastic matrix [tr(Pi (to)Q))] , so that 

det I tr(Pi (to)Q)) I #0. (6) 

In fact, we have proven that for any nondegenerate 
AE v~nl( I Pi 1 ~) there exists a nondegenerate HE V~I( f Qi 17) 
such that (4) contains a quorum if and only if (6) is satisfied. 
For example, if eigenvalues of H, f h k 17 satisfy 
hm - hk #hm' - hk' one may select moments to,tl, ... ,tn so 
that [A (tdl~=o is a minimal dynamical quorum in V~lif(6) 
is satisfied. 

If all operators AE V~I are observables (as we have as
sumed in this section) a state determinational procedure may 
be chosen either as a kinematical, a dynamical, or a mixed 
quorum. It should be noticed that in any real measurement 
one is usually unable to make a clear distinction between 
these cases and, what is more important, that only for n = 2, 
i.e., for the spinj = ~ case, are all operators observables. 

III. STATE DETERMINATION: SOME OPERATORS ARE 
OBSERVABLES 

In this section we shall discuss a situation that occurs 
when only some of the operators from V~I are effective ob
servables with a clear measurement procedure, while the sta
tus of other operators is, so to say, unclear. 

By V~b k v~nl we will denote the set of observables in 
v~nl. Accordingly, we will denote by V(~p 
= conv(P 2 = PE v~nb) a convex set of preparable states. 

Therefore V(~p is given as the minimal convex hull of all 
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eigenprojectors of all observables AEV\:'b so that WEVI~p if 
there exists at least one decomposition W = Wi Pi ,Wi ;;;'0, 
l:Wi = 1 such that PiEv~nb for i = 1, ... ,n'. If PiP) = O,jPi W 
is an orthogonal mixture of prep arable states; otherwise it is 
a nonorthogonal mixture of prep arable states. In particular, 
if A = l:7= 1 aiPi is a nondegenerate observable then 
V(~( I Pj 17) is a preparable commutative simplex. 

If WEV(~ - V(~p = V(~NP then it is a nonpreparable 
state. The usual situation is that one lacks the evidence that 
such states exist; even a physical interpretation may be un
clear. Concerning the state determination, there is no evi
dence that say (1) or (2') are valid for WE VWNP' In particular, 
for an assumed premeasurement state WPMEV(~NP one can 
imagine that the measurement of A = l:aiPj will result in an 
after-measurement state 

WAM = IJ;(P"WPM)P" 
i 

(7) 

whereJ;(pj,WpM);;;.o,"LJ; = 1, butJ;(Pj,WpM)#tr(Pj WpM)' 
Hence, an extension of(2') on V(~NP will mean finding some 
formal reasons so thatJ;(p" WPM) = tr(Pj WPM) for all 
WEV(~NP' 

One such way is the following: If WI' W2EV(~p and 
W3EVWNP and if 

WPM = WI = aW3 + (1 - a)W2EVWp, (8) 

then in the assumed measurement of A = "LajP" 

(9) 

and consequently J; (Pj, W3 ) = tr(Pj, W 3) and (7) is equivalent 
to (2'), i.e., (2') is extended on W3EV(~NP' 

If (8) should be valid for all WE VWNP it will suffice to 
prove that it is valid for any pure state PE V(~NP' In that case 
any WE V(~NP will be an affine combination of preparable 
states [as W3 is in (8)] and consequently the convex dimen
sion of V(~p must be equal to the convex dimension of V(~ so 
that a preparable noncommutative (n 2 

- I)-dimensional 
simplex Sin' _ 11 C V(~p exists. 

This is formally equivalent to the existence of a quorum 
IAk I~ ,AkEv~nb, and then a polytope convOP(klj J~= 1,7:/) 
will contain anS(n' _ II C V(~p, Ifa quorum is a minimal one, 
the given polytope will become the simplex we need. There
fore, if some Sin' _ II C V(~p exists, for any PE V(~NP there 
exist WES(n' _ II and a> ° so that 

W' = aP + (1 - a)WES(n' _ II C VI~p. (8') 

It is also clear that if conv. dim. V(~p < n2 - I then there 
exists a PE V(~NP such that any line through P contains at 
most only one point from V(~p and P is not an affine combi
nation of preparable states. 

It is only left to give an interpretation for (9), and it may 
be justified through an assumption which is foundamental 
for quantum mechanics: 

(A) The result of a particular measurement WAM is in
dependent of the way in which WPM was obtained, i.e., all 
mixtures resulting in the same WPM will give the same result 
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WAM in accordance with (2'). 
Clearly, (A) may be tested on the set of prep arable states 

and, in particular, the state Wo = (lIn)1 may always serve as 
a test for (A). If Sin' ~ I) C VI~p then a nontrivial subset of 
states with inequivalent preparational procedures exists in 
VI~p. 

First, one must notice that if some Sin' ~ I) C VI~p one 
may always choose an Sin' _ I) C VI~p so that 
WoEint Sin' _ I); on the other hand, in VI~p one may always 
identify a preparable commutative simplex V I:;! ( [P; J 7) so 
that WoEint( V I:;! ( [P; J 7) and dim [S In' _ I)nVI~( [P; J 7)] 
= n - 1. This intersection presents a set of states with ine

quivalent preparational procedures on which (A) may be 
tested. 

One should be aware of the fact that the assumption (A) 
may be questioned, and for appropriately choosen WPM and 
observable A (to be measured), there is a finite probability 
that inequivalent preparations resulting in the same state 
WpM may cause different results of measurements. 14 How
ever, in this context these remarks may be neglected. 

We will clarify the above-mentioned properties on the 
example of the spinj = 1 ensembles. 

Assuming that the vector space for the spinj = 1 de
scription isE3(C), its real space of Hermitian operators is the 
nine-dimensional space V ~3). The set of operators 

Jon = cos(b )Jz + sin(b )cos(a)Jx + sin(b )sin(a)Jy 
I 

I Pm (a,b j, (10) 
m= -1 

where n = (cos a sin b,sin a sin b,cos b) is a unit vector in the 
real physical space and J; ,i = x,y,z are standard angular mo
mentum operators (spin operators in this case) is the subset of 
V~) with the unquestionable physical meaning. This subset 
is invariant under the standard rotations, the matrix repre
sentation of which is given by 

D(a,(3,y) 

cos2([J 12) 
sin (3 

sin2
( (3 12) ---

2112 

= exp( - iaJz) 
sin (3 

cos (3 
sin (3 

21/2 ---
2112 

sin2
( (3/2) 

sin (3 
cos2

( (3/2) 2iI2 
X exp( - iyJz), 

(11 ) 

written in the basis in which Jz is a diagonal and a, (3, and y 
are the Euler angles of a rotation. There is no loss of genera
lity in taking y = a and every n will define a three-dimen
sional commutative subspace V~)(a,b) and [ Pm (a,b ) J I~ I as 
its basis elements. 

The unquestionable physical meaning of the spin opera
tors (10) originated from the fact that any orientation 
n = (a,b ) of a standard Stern-Gerlach set-up will decompose 
a premeasurement ensemble of the spinj = 1 particles into 
the after-measurement subensembles, each described by Pm 
(a,b)(m = - 1,0,1). Therefore, we will denote by Vn C V~) 
the set of observables, i.e., spin operators. 
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Consequently, in VW we will identify the subset of pre
parable states 

VI~p = {WEVWI W= ? W;W;;W;EVW(a,b)}, 

where VI~(a,b) = VI~nV~')(a,b) is a two-dimensional pre
parable, commutative simplex (an equilateral triangel in this 
case). In particular, if some WE VI~ (a,b ) it may be prepared 
by the appropriate mixing of subensembles emerging from 
the Stern-Gerlach set-up oriented along n = (a,b ). All other 
WE VI~p are preparable by means of subensembles emerging 
from several, differently oriented, Stern-Gerlach set-ups. 

By VI~NP = VI~ - VI~p we will denote the set of non
preparable states and, so far, there is no evidence that any 
WE VI~ps exists. 

For any WEVWp, the standard Stern-Gerlach set-up 
followed by an appropriate detecting device will perform a 
measurement of J (a,b ). If a premeasurement state WPM 
EVI~p then 

WAM = I Pm WPMPm = I tr(Pm WPM)Pm 

(12) 
m 

the (J(a,b) = WI - w~ I and (J 2(a,b) = WI + W_I are the 
results of the measurement (one knows that ~m Wm = 1 even 
before the measurement). 

If a pre measurement state is some unknown Wu and if a 
sufficient number of replicas of the inspected ensemble, each 
in the same state Wu ' are available, the state determination 
should be achieved from the results of different measure
ments, i.e, from the orthogonal projections of Wu into a dif
ferent VI~(a;,b;), i = 1, ... N. 

Before we identify some simplex S(8) C VI~p that will 
allow us to apply (8') and (9) to this example, we will show 
one particular relationship between the preparable and un
preparable mixed states from VI~. 

In V(~ every mixed state is a mixture of nonpreparable 
states. 

It suffices to show that any WEaV(~(a,b) belongs to 
conv [ VI~NP J [if WE VI~p and WEE VI~(a,b) then it is already 
an orthogonal mixture of nonpreparable states]. 

Any wEaV(~(a,b) may occur as one of the following 
three cases: 

Wl.o(a,a,b) = aPI(a,b) + (1 - a)Po(a,b), 

Woo _ I (a,a,b) = aPo(a,b) + (1 - alP ~ I(a,b), 

(l3a) 

(l3b) 

WI. _ I (a,a,b) = aPI(a,b) + (1 - alP _I(a,b). (l3c) 

If one denotes by VI~(P m + m' = Pm + Pm') a four-dimen
sional subspace in V~) in which Pm + m' is the unit operator, it 
may be represented (as V\~~ for the spinj = ~ casell) as a ball 
of radius r = 2 -1/2. Every point on or in the ball represents 
one W = W - (1 /2 )Pm + m' pure states are on the surface, 
interior points are mixed boundary points of VI~ and center 
represents Pm + m' . Appropriate subspaces corresponding to 
(13a)-(13c) are given in Fig. 1. For V(~(PI+O) [Fig. l(a)] the 
north poleNisPI(a,b) and the south poleS is Po(a,b ); for VI~ 
(Po.- I ) [Fig. l(b)] N is Po(a,b) and S is P ~ I(a,b ); for V(~ 
(PI ... I )[Fig. l(c)]NisPI(a,b) andSisP ~ I(a,b); and points on 

I. D. Ivanovi<: 1202 



                                                                                                                                    

o 

Ibl 

FIG. 1. Boundary states in V iv(a,b). 

the equator correspond to Po(a',b ') where (n(a,~ ).n(a',b ')) 
= O. Accordingly the set of states [13(a)-13(c)] IS represent

ed by the segment! N,S ) in all three cases. For the intersec
tion VI~pn V ~(P m + m') the situation is slightly different; in 
Figs. l(a) and l(b) this intersection is represented by the seg
ment (N,S) and in Fig. l(c) it is represented b.y th~ double 
cone with tops at Nand S, having the equatonal Circle as a 
common base. That all other points correspond to nonpre
parable states follows directly from the inspection of ( 11). 
Hence, any point from! N,S ) in Figs. l(a), l(b) or from the 
double cone in Fig. l(c), corresponding to a mixed state, may 
be represented as a mixture of nonpreparable pure states . 
lying on the surface of the ball. It is an easy task to apply this 
result to any mixed preparable state from VI~ and we have 
shown that any preparable mixed state from VI~ may be 
interpreted as a mixture of nonpreparable states. 

Finally, in order to extend (12) to all states in VI~, 
adopting (A ), it suffices to identify a simplex S(8) C VI~p. In 
particular, a set of projectors 

PI = PI(O,O), P2 = Po(O,O), P3 = P _1(0,0), 

P4 = Po(17/4,0), Ps = PI(17/4,0), P6 = P _1(1T/2,0), 

P7 = Po(1T12,O), PH = Po(1T/4), and Po = Po(1T/4,1T12) 

will do, and S18) = conv(! Pj ) ~ ) is an appropriate simplex. 

IV. STATE DETERMINATION FOR THE SPINj> I CASE 

In this section we will give a particular specification of 
the general result of Park and Band5 and it will be shown that 
a state determination for the spin} >! ensembles is possible 
from the results of not more than 4} + 1 standard Stern
Gerlach type measurements. Because of the adopted type of 
measurements all operators and mean values will be given in 
terms of J j = J(aj,b j) and (JJ. 

We will start with the spin) = 1 example, introducing 
an auxiliary operator basis in terms of Jz and J ± = Jx ± iJy : 

1, 

i(J~ - J 2+); i(J _Jz - JJ +); 

(14a) 

(14b) 

J;; J_Jz +JJ+; J2_ +J 2+, (14c) 

that allows one to define the following subspaces: Vo = 1, VI 
will be spanned by (14b) and V2 by (I4c). Denoting by [J 7] r 

that part of J 7 that belongs to Vr it is easy to see that only 
[ J ~] 2 =I a and consequently that one needs five different J j 

so that [J ~ ] 2 may span V2 and that among ! J j ) i a span for 
VI exists. 

An example of such a set may be 
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J 1 =Jz ; J2 =Jx ; J3 = 2-1/2(Jz +Jx ); 

J4 = 2- 1/2(Jx + Jy); and J5 = 2- 1/2(Jz + Jy), (15) 

and if( (Jj ), (J;) )7= I are the results of the measurements of 
(15) the unknown premeasurement is represented by the ma
trix (Jz diagonal) 

(£7';2) =2- 1/2(J2 ) +2(JD - (/i) - (n») 
(£7';3) = 2(J~) + (1I2)(/i) -I) 

(U;3) = 2- 1
/
2

( - (J2) + 2(n> - (Ji)(Jn) 

(U;2) = 2- 1I2(J2 ) - 2- 1/2(J4 ) - 2(n) - (n) - 2)' 

(cT;3) = 2(1- (J~) -(1I2)(Ji») 

(~3) = 2- 1I2(J2 ) - 21/2(n) + 2(n) + (n) - 2) 

(Pz•1) = (PdO,O) = !(Ji) + (J1») and 
(Po(O,O) = (I - (Ji») in terms of (5), assuming, of course, 
that all results were obtained at the same moment of the 
ensemble's evolution. 

Hence, (15) is a minimal kinematical quorum for} = 1 
ensembles. An interesting consequence is that the measure
ment of J J and J will give a minimal quorum for all x' y' z 

WEV ~ (a,b ) while in general case a minimal quorum cannot 
contain three mutually orthogonal operators, e.g., Jx ,Jy , and 
J , because Po(O,O) + Po(1T/2,0) + Po(1T/2,1T/2) = 1. 

z 35 h f Compared to the general results, . t e measurement 0 

(15) gives, besides five data 2.m W m = 1, ten data about the 
unknown state I (J,), (J;) ), and it is clear that two data (J j) 
i = 3,5 were useless. This excess of two (or seven) unneces
sary data is a consequence of the adopted, Stern-Gerlach 
type measurement. 

. I" V I2j+l) dVI2j+l) To obtam a genera lzatLOn on h an w we 
will extend (14) as 

A kO = J;, 0<h;,2}, 

A _Jr J1k-r)+Jlk-rlJ r . 
kr - - z z + , (16) 

Bkr = i(/,_ J~k - rO) - J~k - r J/,+) 1 < r<k<2j. 

The subset oft 16) for a fixed value of k determines a subspace 
Vk and dim( Vk ) = 2k + 1. Hence, one should need at least 
4j + 1 different J j in order to span V2j • Denoting by [J 7] k 

that part of J 7 that belongs to Vk , a straightforward calcula
tion will give that 

k 

[J7]k = I t:;)(cos(raj)Akr + sin(raj)Bkr ), (17) 
r = 0 

where 

(
tan b)r (k) (r - k r - k + 1 tan

2
b, ) t ~~) = (cos bj)k __ I F --, 2 ,r;--4- ; 

2 r 2 

(;) is a binomial coefficient and F (a,b,c;z) is a hypergeometric 
function. 

The state determination is possible if I [J ~j] 2j I ij= I are 
linearly independent, and that will be the case if the 
(4j + 1) X (4j + 1) determinant of coefficients from (17) is dif
ferent from zero. Choosing J I = Jz and bj = const=lO,1T/2 
for i = 1, that determinant will be proportional to the 4j X 4j 
determinant 
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cos az cos a 3 COSa4j+ 1 

COS 2a 2 COS 2a4j + 1 

COS 2ja2 
(18) 

sin az sin 2a3 sina4j+l 

sin 2az sin 2a4j + 1 

sin 2ja 2 sin 2ja4j + 1 

For any j one may select a set! a, ) ~ + 1 so that (18) is different 
from zero l5 so that the corresponding set of operators 
! J, ) ij+ 1 will become a minimal kinematical quorum in 
V~j + I). In that case conv( I P'm )-:n ~ _ j,;j~+II) will be a convex 
polytope of states containing a set of preparable noncommu
tative simplices justifying a state determination procedure 
for anyj. 

The existence of fields suggested in Ref. 8 should be 
tested by means of some state determinational procedure so 
that the results of this section may occur as not only formal
ly. 

V. STATE DETERMINATION FOR THE ONE
DIMENSIONAL SPINLESS PARTICLE 

In this section we will reconsider the state determina
tion for a one-dimensional spinless particle5

•
6 assuming that 

the set of observables is x ,p and H = p2!2 + V ( x), satisfying 
[ x,p] = i. Compared to the spin example, the main differ
ences are that the vector space is infinite-dimensional and 
that (2) may be valid only for H. 

As an "intermediate" case stands the state determina
tion for a linear harmonic oscilator, i.e., H = (pZ + Xz)! 
2 = ~m (m + !)P m' In the basis where H is diagonal, matrix 
elements of Wu will be Wmn exp(ipmn)' From the measure
ment of H one obtains all non-zero diagonal elements Wnn 
= tr(Pn Wu)' An off-diagonal element may be calculated in a 
following way: one should be able to prepare two replicas of 

w~m.n) = (Pm +Pn)Wu(Pm +Pn), m<n, (19) 

assuming (19) as an incomplete selective measurement [that 
of (Pm + Pn]. If (19) was prepared at a time to and if x was 
measured at to + ..dt, then 

( Xk (to + t) = Wmm (xk )mm + Wnn (xk Inn 

+2wmn (xk )mn cos(ipmn +..dt(n-m)). 

Consequently, from, say, (xk (to) and (xk (to +..dt), wmn and 
ipmn may be calculated when k = n - m + 2r, r = 0,1.. .. 

A more general case [H #(p2 + x 2)/2] will require an 
entirely different concept, which was given by Park and 
Band. 6 The set of operators 

xm pn + p"xm, i( xmp" _ p"xm) (20) 

is a particular Hermitian operator basis and appropriate 
mean values may be calculated from (d n( xm)/ dt "); hence a 
state determination is possible from the results of continual 
measurements of x. 

It is obvious that the state determination even in a sim
ple case of an infinite-dimensional space meets two, very 
serious difficulties. The set of states in not closed and the 
result of a state determination is dependent on the way in 
which x is replaced by an actually measured observable with 
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a discrete spectrum. Still, the above-mentioned may be 
adopted as an approximate state determination. It is also 
interesting to notice a formal property of coherent states 
namely, (z[ Wu [z), will suffice to obtain a state determina
tion. 16 

Compared to the finite-dimensional case we omit the 
term "preparable state" also the "set of preparable states" 
due to the fact that (2) is not well defined for a continuous 
spectrum. The concept of a minimal quorum must also be 
abandoned so that the conclusion is that a one-dimensional 
spinless particle possesses an approximate dynamical quo
rum. 

However, these two examples of state determination 
(for spin and for spin less particle) are very similar in one 
respect, namely in (16) and (20) one easily recognizes bases 
for the enveloping algebras of the corresponding algebras 
[su(2) for spin and Heisenberg algebra for a spinless particle], 
hence a state determination for a simple system is, in fact, an 
attempt to identify a basis of observable elements in a rel
evant subspace of the appropriate representation of the enve
loping algebra in question. 

At the end of this section we will mention that the re
cent proposal for a nondemolition quantal measurement 17 is, 
in fact, a proposal for the state determination of a single one
dimensional spinless particle, not of an ensemble as we have 
assumed. This is the reason for believing that the problem of 
state determination may gain some, not only formal, signifi
cance, independently of the success of a quantal nondemoli
tion measurement. 

VI. STATE DETERMINATION FOR COMPOSITE 
SYSTEMS 

The existence of simple system quorums established in 
Secs. IV and V allows one to extend a state determination 
concept to the composite quantal systems. In this section we 
will consider the case which occurs when it is possible to 
identify an appropriate subsystem in a unique way. 

If two sybsystems S land S2 are described in e.g., En, (C) 
and En, (C), respectively, the composite system Sl + S2 is 
usually described in En,n, = En, (C) ® En, (C). The corre
sponding space of Hermitian operators v~",n')(E", ® En,) is 
equivalent to V~'(El) ® v~n')(Ez)' hence any AEVh(E",n,) may 
be decomposed as 

A = 2. a,A(l)' ®A(2)" 

where 

tr(A(l),A(2li) = oij = tr(A I2 ),A(2);J. 

The composite system's set of states VI;;;n,) has a convex 
dimension (n 1n 2f - 1 and contains VI;;;)® V(~)asasubsetof 
equal convex dimension. The consequence is that the subsys
tem quorums, if they exist will constitute a composite-sys
tem quorum if the subsystem measurements are performed 
in coincidence. This means that the measurement of some 
observable A 1 ® A(2) performed on WPME VI;;;",) will result in 

WAM = 2. P(l)k ® P12 )m WPMP(I)k ® P12 )m 
k,m 

I wkmPl1)k ®PI2 )rn' 
k.rn 
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so that {AII)i ®A12li J will be a composite-system quorum if 
{A llli J and {A(2li J are subsystem quorums. 

One must also notice that the set of the subsystem's 
preparable states may become larger, due to the fact that the 
preparation of a composite-systems state may result in a sub
system state that is a nonpreparable one by means of subsys
tem procedures. However, this possibility will not affect the 
set of pure preparable states. 

The most important objection against the state deter
mination concept occurs when one tries to replace (2) by a 
more detailed analysis of a measurement process. 18 Let I tPs) 

be an unknown state of a system and let I tP A ) be a state of 
apparatuses. Through an interaction ItPs) ® ItPa) will evolve 
into U(SH) ItPs) ® ItPA) = ItP(S+A) )so that the state of ap
paratuses will be WA = tr s (I tP(S + A I ) (tP(S + A ) I) and the state 
of the system will be Ws = tr A (I tPIS + A) ) (tP(S + A II). From the 
measurement one obtains that WA = l:W(A)i I tP(A )i) (tP(A)i I, 
and if U(S + A I is exactly known, then 

U(t+A) (.~ (W(a);)1/2exp(itpi)ltP(A);) ® ItP;({tp; nSI») 

= ItP(A I) ® ItP( {tp; llrsl) 
will give a set of states { ItP({ tpi Drs I ) J where the premeasure
ment state belongs. Repeating a similar procedure for other 
measurements, a state determination will be effected, but if 
U(S + A I is unknown the state determination will become an 
impossible task. Therefore, validity of(2) is the fundamental 
assumption for this approach to state determination. 

We will finish this section with a conclusion that if a 
subsystem quorum exists the state determination is formally 
possible for all composite systems from the subsystems mea
surements performed in coincidence. 

VII. CONCLUSIONS 

The main conclusion is that any state allowed by a Hil
bert space formulation of nonrelativistic quantum mechan-
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ics, preparable or nonpreparable, may be determined from 
the results of measurements. The status of a nonpreparable 
state, which is either an unimportant consequence of the 
applied formalism or forbidden by a superselection-type 
rule, gives two aspects of a state determination. Formally it 
shows a particular consistency between the applied formal
ism and the inspected system and in some cases it will give a 
hint in a search for the "law-breaking" states. 

A less important aspect is that the state determination is 
a quantal counterpart of the term measurement used in a 
classical sense, which allows us to extract a state determina
tion procedure from any real experiment. 
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The issue of the meanings of "spinors" in two-dimensional Minkowski spacetime is investigated. 
Spinors in two dimensions are defined and shown to behave like the familiar spinors in four 
dimensions. Both of them can be interpreted as square roots of vectors, and both of them describe 
fermions in a quantum field theory. We also show that an analogous version of the spin-statistics 
theorem holds in two-dimensional Minkowski spacetime. 
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INTRODUCTION 

Spinors are important entities in quantum theories in 
four-dimensional Minkowski space. The mathematical ori
gin of spinors in four dimensions is well known. That the 
Lorentz group in four dimensions is doubly connected leads 
us to consider its covering group which is just the SL(2,C) 
group. Spinors are elements of the two-dimensional complex 
vector space that forms an irreducible representation of 
SL(2,C). The role spinors play in quantum physics arises as 
follows. First, a quantum theory together with a notion of 
spacetime symmetry as discussed by Wignerl leads naturally 
to considering unitary projective representations of the 
Poincare group and naturally of the Lorentz group, as a sub
group of the Poincare group. In Ref. 1 it was shown that 
unitary projective representations of the Lorentz group are 
equivalent to true representations of its covering group 
SL(2,C). Thus relativistic quantum physics naturally re
quires SL(2,C), and thus spinors. Wignerl further showed 
that unitary projective representations of the Poincare group 
are equivalent to true representations of the inhomogeneous 
SL(2,C), the covering group of the Poincare group. It turns 
out that spinor fields and their tensor products form all the 
physically relevant unitary representations of the inhomo
geneous SL(2,C). Finally, when considering quantum theor
ies of the various fields, we have the well-known spin-statis
tics theorem: in a reasonable quantum field theory, spinor 
fields and their odd tensor products describe fermions, while 
scalar fields and even tensor products of spinor fields de
scribe bosons. 

Does an analogous quantity, "spinor," exist in two-di
mensional Minkowski spacetime? To attempt to answer the 
question, we begin by looking at some puzzles. First, the 
two-dimensional Lorentz group has drastically different 
structure from its four-dimensional counterpart; namely, it 
is simply connected (and abelian). Consequently, the usual 
raison d 'etre for spinors forming representations of the cov
ering group SL(2,C) of the four-dimensional Lorentz group 
seems lacking in two dimensions. One might argue, however, 
that motivated by quantum mechanics, we should consider 
unitary projective representations of the Lorentz group, and 
investigate whether we would be led to some suitable notion 
of spinors, as in the four-dimensional case. But, as we will see 
in Sec. I, unitary projective representations of two-dim en
sional Lorentz group are equivalent to true unitary represen
tations. Thus, there does not appear to exist any natural en-

largement of the two-dimensional Lorentz group, contrary 
to the case of four dimensions, where the homogeneous 
SL(2,C) group forms a natural enlargement, in fact, a univer
sal covering of the Lorentz group. 

I t is the purpose of this paper to show that, nevertheless, 
one can define, in two dimensions, "spinors" which have 
similar properties to those of spinors in four dimensions. 
They both can be interpreted as square roots of vectors. Most 
interestingly, in a reasonable quantum field theory, two-di
mensional spinor fields do describe fermions. Indeed, more 
generally, even though the two-dimensional Poincare group 
has no rotation subgroup, and hence spin does not exist, we 
can still prove (Sec. IV) a "spin-statistics" theorem, which is 
almost identical in content to the usual spin-statistics 
theorem in four dimensions. 

In Sec. I, we will discuss unitary projective representa
tions of the Poincare and Lorentz groups in two-dimensional 
Minkowski space. Here and throughout this paper, Poincare 
(Lorentz) group means exclusively the proper Poincare (Lor
entz) group. In Sec. II, we will define spinor in two dimen
sions, in connection with the representations of the Lorentz 
group. We will then, in Sec. III, discuss how the various 
representations of the Lorentz group give rise to spacetime 
fields that naturally form unitary representations of the 
Poincare group. In Sec. IV, we will state the two-dimension
al spin-statistics theorem, and indicate how it is proven. 

I. PROJECTIVE REPRESENTATIONS OF THE 
POINCARE GROUP 

Spinors are important entities in a quantum theory. So 
it is satisfying to see how a quantum theory naturally gives 
rise to spinors. This issue was discussed by Wignerl in a 
broader context. We will only paraphrase his work to make 
the present discussion self-contained. A quantum theory re
quires a Hilbert space JY'to describe a physical system, and 
each physical state corresponds to a ray in JY'. If we further 
require that this quantum theory be relativistically invar
iant, then we are naturally led to the requirement that every 
element of the Poincare group is to be represented by a uni
tary operator in JY'. The composition law, however, of the 
unitary operators representing the Poincare group elements 
need not be such as to render the map between the Poincare 
group and the corresponding set of unitary operators a ho
momorphism. In fact, owing to the ambiguity in phase of 
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physical states, we have instead, a less stringent require
ment-the map between the Poincare group and its image 
set of unitary operators should form a projective representa
tion. 

More precisely, a projective representation of £11 is a 
map ~ from £11 into the group of unitary operators of JY 
such that ~(.1: )~(A ) = w(.1:,A )~(.1:A ), where.1:,A areele
ments of the Poincare group £11, ~ (.1: ), and ~ (A ) are the 
corresponding unitary operators in JY, and w(.1:,A ) is a phase 
factor depending on.1: and A. When w = 1, we have an ordi
nary, true representation of £11. But we emphasize that there 
is no a priori reason for w = I, or any particular value for the 
projective representation to be consistent with the notion of 
symmetry in a quantum theory. 

Wignerl first showed that, for the case in a four-dimen
sional Minkowski space, w(.1:,A ) can be reduced only to ± 1 
by rephasing the unitary operators, w is I only when.1: or A 
or both belong to the translation subgroup; the ambiguity in 
phase ( ± 1) essentially comes from the Lorentz group. Thus 
any unitary projective representation of the four-dimension
al Lorentz and Poincare groups is equivalent to a "double 
valued" unitary representation of the Lorentz and Poincare 
groups. But any double- or single-valued unitary representa
tion of the Lorentz group in four dimensions can be inter
preted2 as a true unitary representation of its covering group 
SL(2,C). Likewise, any unitary projective representation of 
the Poincare group is equivalent to a true unitary representa
tion of its covering group, the inhomogeneous SL(2,C). 
Thus, although the four-dimensional Minkowski spacetime 
has £11 as a symmetry group, a quantum theory in this space
time prompts us to consider the unitary representations of 
the inhomogeneous SL(2,C). Concerning the unitary repre
sentations of the inhomogeneous SL(2,C) group, Wignerl 
showed they must be infinite-dimensional. A natural proce
dure to construct such representations to start fromjinite
dimensional representations of SL(2,C) and construct Hil
bert spaces of fields associated with the finite-dimensional 
representations ofSL(2,C). The resulting Hilbert spaces with 
natural actions of the inhomogeneous SL(2,C) group defined 
on them will form unitary representation spaces of the inho
mogeneous SL(2, C) group. (We will illustrate this process in 
Secs. II and III, where we construct unitary representations 
of the Poincare group in two-dimensional Minkowski space 
from finite-dimensional representations of the Lorentz 
group.) 

Spinors are elements of a two-dimensional complex 
vector space which acts as the smallest finite-dimensional 
nontrivial representation space of the SL(2,C) group. Spinor 
fields with a natural inner product form a unitary represen
tation of the inhomogeneous SL(2,C) group, as mentioned 
above. Furthermore, all finite-dimensional representations 
of SL(2, C) can be interpreted as appropriate tensor product 
representations of spinor representations. Similarly, all the 
unitary representations of the inhomogeneous SL(2,C) group 
by fields associated with the finite-dimensional representa
tion ofSL(2,C) (i.e., vector fields, tensor fields, etc.) can be 
interpreted as product representations by spinor fields. 
Moreover, all the physically relevant unitary representa
tions of the Poincare groupl are just those mentioned, i.e., 
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spacetime fields associated with some finite-dimensional re
presentations of SL(2,C). 

Now, we will turn to two-dimensional Minkowski 
space, and consider unitary projective representations of the 
two-dimensional Poincare group. As shown in Ref. 2, all 
projective representations are equivalent to a one-parameter 
family of projective representations of the two-dimensional 
Poincare group. And this family of projective representa
tions cannot be reduced to true representations of the two
dimensional Poincare group. However, this one-parameter 
family arises only in connection with the translation sub
group, while any unitary projective representation of the 
Lorentz subgroup is equivalent to a true unitary representa
tion of the Lorentz subgroup. This situation is in complete 
contrast to that in four-dimensions, where the ambiguity in 
phase ( + or - 1) comes from the Lorentz and not the trans
lation subgroup. As shown above, we know in four dimen
sions, spinors arise from the finite-dimensional representa
tions of SL(2,C), which is the natural "enlargement" of the 
four-dimensional Lorentz group in light of projective repre
sentation considerations. Here in two dimensions, since all 
projective unitary representations of the Lorentz group are 
equivalent to true representations of the Lorentz group it
self, it seems that we should search for "spinors" by consid
ering finite-dimensional representations of the Lorentz 
group itself. We will do so in the next section, and we will 
also see how these "spinors" are connected to true unitary 
representations of the two-dimensional Poincare group. Al
though the one-parameter family of projective representa
tions might turn out to be of interest, it seems, however, 
irrelevant to the question of spinors. We will subsequently 
concern ourselves only with true unitary representations of 
the two-dimensional Poincare group. We wish to point out, 
nevertheless, that the existence of such a nontrivial family of 
unitary projective representations indicates that spinors and 
spinor fields (defined in Secs. II and III) probably would not 
exhaust all the physically interesting representations of two 
dimensions. 

II. THE FINITE-DIMENSIONAL REPRESENTATION OF 
THE LORENTZ GROUP 

As pointed out in the last section, it is only the true 
representations of the Lorentz and Poincare group, not pro
jective representations that concern us henceforth. In this 
section, we shall investigate the irreducible finite-dimension
al representations of the homogeneous subgroup, the Lor
entz group, of the Poincare group in two-dimensional Min
kowski spacetime. We will then identify a particular 
representation as the spinor space for two-dimensional spa
cetimes. Then, in the next section, we will show how space
time fields of all the irreducible finite-dimensional represen
tations of the Lorentz group give rise to unitary 
representations of the Poincare group. This procedure paral
lels the case in four dimensions, where, e.g., spinors corre
spond to a finite-dimensional representation ofSL(2,C), and 
spin or fields form a natural unitary representation of the 
inhomogeneous SL(2,C). 1 

The Lorentz group .Y associated with a two-dim en-
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sional Minkowski space, JI, is a one-parameter Lie group of 
isometries of JI. Let (XO ,xl) be the usual coordinate system 
such that the metric of JI is 

d~ = - dx0
2 + dx l2

• 

AlsoletA (t )beaLorentztransformationE2' corresponding 
to a parameter t. Then, we can realize A (t), an in isometry, 
A (t): JI ~JI such that 

t o) (COSh t sinh t) to) 
A~) =. . 

I smh t cosh t I 
(I) 

ltisobviousthatA (t)A (s) = A (t + s) = A (s)A (t )andthat2' 
is diffeomorphic to the additive group of the reals {R, + ). 
Thus 2' is abelian and simply connected. 

To standardize notation, we also define the translation 
group and the Poincare group of JI. The translation group 
/ is a two-parameter (aO,a l) group ofisometries of JI. Let 
T(aO,al)E/, then T(aO,a l ): JI-+JI with, 

(2) 

The Poincare group 9 is the group ofisometries of JI gen
erated by the translation group / and the Lorentz group 
2'. 

We now proceed to consider the finite-dimensional re
presentations of 2'. Since 2' is abelian, all its continuous 
finite-dimensional complex irreducible representations are 
one-dimensional. We can then think of the operators repre
senting the group elements in a particularly irreducible re
presentation as continuous complex functions of the group 
parameter t. Letf(t) be such a function. Then we require 
fIt )f(s) = f(s)f(t) = fIt + s). The most general solution to 
this equation isf(t) = eal, where a is a number (complex or 
real). Thus, each value of a will give rise to an irreducible 
continuous finite-dimensional representation of by the cor
respondence A (t )~al. We define ya to be the one-dimen
sional complex vector space, which forms the representation 
of the a representation of 2'; i.e., for every t, with A (t )E2' as 
in(I), there corresponds toA (t )anoperatoraA (t ):ya~ya, 
such that aA (t)v = ealv, \;/VEYa. 

Now, before identifying what spinors are, we will, in
stead, first consider the representation connected with vec
tors. Then we will see how spinors can be viewed as square 
roots of vectors. 

The isometry 2' induces an automorphism of the tan
gent space To at the origin of the coordinate system (XO,x l ). 
Thus To forms a finite-dimensional real representation space 
for 2'. But To is reducible. In fact, let r'ETo be (alaxO, al 
ax I), the right-pointing null vector at the origin and I aETo be 
(alaxO, - alax l

), the left-pointing one. The mapping 
A (t )E2' will induce an isomorphism A (t): To-+ To such that 
A (t)r' = e'r' and A (t)1 a = e - II a. Since any k aETo can be 
written as al a + br' for some a and b, we see that To, as a 
representation space for 2', can be decomposed into a direct 
sum of two irreducible invariant subspaces generated by r' 
and I a, respectively. Contrary to the four-dimensional case 
where the tangent space at the origin forms an irreducible 
representation of the Lorentz group, the representation of by 
the tangent space To is reducible into the one-dimensional 
subspaces of right- and left-pointing null vectors. One also 
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easily sees that higher rank tensors at the origin will form 
representations (generally reducible) corresponding to inte
gral values of a. 

Definition: By a spinor space, we will mean either of the 
vectorspacesS 1/2 orS -1/2. Byspinors, we mean elements of 
these spaces. 

The relationship between spinor and vector representa
tions in two-dimensional Minkowski space now can be seen. 
Consider the one-dimensional tensor product space 
S 112 ® S 112 where S 112 is the complex conjugate vector space 
of S 1/2. S 1/2 also forms a (a = !) representation space of 2'. 
Suppose VES 1/2 ®S 1/2. Then v can be written as v = s ®S', 
where s, s'ES 1/2, and S', the complex conjugate of s/, ES 112. 

We will see that S 112 ® S 112 forms a natural product repre
sentation space induced by the S 1/2 representation. Given 
A (t )E2', then we define the operator on S 1/2 ®S1/2 corre
sponding to A (t ), as A (t) such that 
A (t)V = C 12A (t)s) ® (1/2A (t)S') = el/2s ® el I~ = elv, for 
vES I/2 ®S1I2 as indicated above. ThusS 1/2®S1/2 forms a 
representation for 2' such that the representation is equiva
lent to an a = 1 representation. In particular, the subspace 
of S 112 ® S 112 formed by real multiples of any vector in 
S 1/2 ® S 1/2 0 ftheforms ®SforSES 1/2 will form an equivalent 
representation to the one generated by the space of real mul
tiplesofr'. Similar remarks hold for the spaceS -1/2 ®S -1/2 
and the space generated by real multiples of I a. 

The above algebraic property of S 112 andS - 1/2 makes it 
reasonable to call them spin or spaces. As is well known in 
the situation offour-dimensional Minkowski space, if ~A 
denotes an SL(2,C) spinor and ~A' its complex conjugate, 
then ~A ~A' can be identified as a null vector. Here in two 
dimensions,ifsES 1/

2
, thens ®sES 1/2 ®S I 12 can alsobeidenti

fied as r', a null vector. Roughly speaking, then, spinors in 
both two- and four-dimensional Minkowski space are 
"square roots" of null vectors. 

III. UNITARY REPRESENTATIONS OF THE POINCARE 
GROUP 

In four-dimensional Minkowski space, an important 
reason why the finite-dimensional representations associat
ed with the Lorentz group feature so prominently in quan
tum field theories is that spacetime fields associated with 
these finite-dimensional representations will naturally form 
unitary representations of the Poincare group. The represen
tational spaces formed by these fields will be interpreted as 
one-particle spaces in a Fock space construction of the Hil
bert spaces of the various quantum field theories. Multiparti
cle spaces correspond to antisymmetric (for fermionic fields) 
or symmetric (for bosonic fields) tensor products of the one 
particle Hilbert spaces. 

In this section, we will show how various one-dimen
sional representations of the Lorentz group in two-dimen
sional Minkowski space corresponding to different a's give 
rise to spacetime fields which will naturally form unitary 
representations of the Poincare group, paralleling the case in 
four dimensions. But there is a very interesting difference. 
While in four dimensions, different fields give rise to inequi
valent representations, it is not true in two dimensions. We 
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will see that (Lemma 2) all the fields in two dimensions, un
der suitable restrictions, will form one equivalent represen
tation of the Poincare group. We will return to this point 
later after we finish the mathematical preliminaries. 

For the following discussion, we will work in momen
tum space vii p' also a two-dimensional space with Min
kowski metric. We will employ a coordinate system (pO,pl) 
such that the metric line element is 

(3) 

Now we can specify the meaning of the fields associated with 
the various a representations of .Y. 

Definition: An a field a</J is a map from vii p to the vec
tor space sa. 

In particular, when a = ±!, I/Z,p and -1IZ,p are the 
spinor fields. 

Definition: An a,p has mass,u means that the support of 
a,p is restricted to the two mass shells [( pO)z - (p I)Z = ,u z]. 

The usual spacetime field of vii associated with an a,p 
field of mass,u can be obtained by Fourier-transforming the 
field on vii p : 

1 0 d z 
a</J (x) = e'PoX a</J (p) I POI' xEJi, pEJip ' (4) 

I +uI - p 
wherep.x = - pOxo + plXI and.I + is the positive mass shell 
(po>O) and.I - is the negative shell (pO <;;;;0). One readily sees 
that a</J (x) satisfies a Klein-Gordon equation of mass,u: 

(0 + ,uz) a,p (x) = o. (5) 

Before we proceed further, we will make two remarks. 
The cases when a</J (p) has support on timelike surfaces 
[( pO)Z _ (pZ)Z = -,uz < 0] do not appear physically rel
evant, and we will not consider them here. Also, henceforth, 
we will only consider fields with real a. As we shall see later, 
the unitary operator corresponding to a Lorentz group ele
mentA (t), in a representation formed by the a,p fields, has eal 

as a multiplicative factor. Thus if a is complex, we have a 
phase ei11m 

all factor appearing in the unitary operator corre
sponding to the Lorentz group element A (t). But since, in 
quantum physics, one has the freedom to rephase the unitary 
operators representing the Lorentz group, I we can thus 
eliminate the phase ei(Im all. One might fear that by rephasing 
the operators, one will end up with a projective representa
tion starting from a true representation. But, it can be seen 
easily here that, by rephasing as mentioned above, a true 

representation still remains a true representation. Thus, 
without loss of generality, we will henceforth deal with real a 
only. 

We now define the appropriate Hilbert spaces formed 
by the various a</J fields so as to form unitary representations 
of the Poincare group 9. We will divide our discussions into 
two cases, the massive and massless cases. We will first treat 
the massive caseo All,u 's are nonzero in the following unless 
stated. 

Definition: Denote by ~H as the collection ofa,p fields 
of mass,u > 0 such that they are square-integrable with re
spect to the measure I ( - pO + pi) I - Za dp 1/1 pO I on the mass 
shells.I + and.I -, i.e., 

f a,p*(p)a,p(p)I(_pO+pl)l-za dP: <co, 
JruI- Ip I 

where * denotes complex conjugation. 
The inner product on ~H ofa,pl and a,pzE~H is 

(a,pl,a,pZ) = f a,pT(p)a,pz(p)I(_pO+pl)I-Za IdP:I' 
J.x+ur p 

(6) 

One sees that with the above inner product ~H is a 
Hilbert space. We wish to define an action of the Poincare 
group on ~H, i.e., a map: ~ from the Poincare group to the 
set: tJ of linear operators on ~ H. 

We define ~ ~: 9 -: tJ for Lorentz group elements by 

~ ~(A (t ))(a,p (p)) = aA (t W,p (A (t )(p)), (7) 

where aA' (t) is as given in Sec. II,pEJip ' and A (t )E.Y C 9. 
For translations, we define 

: ~ (T (ao,a l ))(a,p (p)) = eiPoO(a,p (p)), 

where p·a = - pOao + pial. In general for any PE9, if 
P = T(aO,al)A (t), then 

~ ~(P) = ~ ~(T(aO,al)): ~(A (t)). 

(8) 

(9) 

Lemma J: The map ~ ~: 9 _: tJ is a unitary represen
tation of 9. 

Proof This is obvious for translationc T(ao,a l ). Let 
A (t )E.Y. Then we must show that 

(~~(A (t)) a</JI(p), ~ ~(A (t)) a,pz(p)) = (Q,pI(P), a,pz(p)) 

(to) 

for a</JI' a,p2E~H. First, the left-hand side can be expressed as 

f (~~(A (t)) a,pl( p))*(~ ~(A (t)) a,p2(p))l( _ pO + pl)l- Za dpl 
JI+UI- Ipol 

= f e2ala,pT(A(t)p)Q</J2(A(t)p)I(_pO+pl)I-2a dpl . 
JI+UI- I pOI 

Letq = A (t )p;then - qO + ql = (_ pO + pl)e -I. The above 
expression becomes 

i e2al a,p T(q) a,p2(q)\( _ qO + ql)l- 2a e - 2al dql 
I·uI- IqOI 

= f a,p T(q) a</J2(q)l( _ qO + ql)l- 2a dql 
JI·ur IqOI 

= (a</JI (p), a</J2( p)). 
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This proves Lemma 1. 
Thus, just as in the four-dimensional case, the various 

finite-dimensional representations of .Y give rise to fields 
which naturally form unitary representations of 9. Inter
estingly, in contrast to the four-dimensional case, all these 
unitary representations of the Poincare group are equiva
lent. 3 As a reminder, two unitary representations are equiva
lent if there exists an unitary isomorphism §J from one re-
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presentation space to another such that the unitary 
operators corresponding to the Poincare group on one space 
are unitarily related by fiJ to those on the other space. We 
present the argument in the following lemma. 

Lemma 2: Any two representations, : ~: 9 -+: & , 
with different a's, are equivalent if the J-l's are the same. 

(fiJ (O¢l( p)),fiJ (O¢2( p))) 

Proof It suffices to show that: ilk' is equivalent to 
: = o~. Let fiJ: : = °H -+:H be such that 

fiJ(O¢ (p)) = a¢ (p)l( _ pO + plW, ( 11) 

where a¢ (p) = o¢ (p),pEJIp ' First we will show that fiJ is 
unitary: 

= i [fiJ(O¢I(P))] * [fiJ(O¢2(P))] I( - po + pl)I- 2
a dP: 

rur Ip I 

= i a¢ rip) a¢2(p) IdP:1 
I+uI - p 

= (O¢I(P), o¢2(P)), a¢l and O¢2E~H. (12) 

Indeed, fiJ is a unitary map. 
Finally, we will see if fiJ -1(: ~)fiJ = ~ ~. Again, consider A (t )E2'; the case for translation is trivial. Now 

fiJ- I
(: ~(A (t)))fiJ(O¢(pJ) 

= fiJ -1(: ~(A (t )))(a¢ (p)l( - po + plW) 

= fiJ -Ieat [a¢ (A (t Hp))I( _ po + pl)lae - at] 

= fiJ -l(a¢ (A (t Hp))I( - po + plW) 

= o¢ (A (t HpJ) 

=~~(A(t))(O¢(p)), with o¢(p)E:=oH. 

This concludes the proof of Lemma 2. 

(13) 

To complete the discussion, we treat the case where J-l = O. The inner product as used for:H when J-l > 0 is not 
well defined whereJ-l = O. The mass shells for J-l = 0 break up into four pieces (see Fig. 1). The new inner product for J-l = 0 
becomes 

It can be verified easily that with this inner product, the 
space: = oH of square-integrable functions [i.e., a¢ (p) such 
that (a¢ (p), a¢ (pJ) < 00] forms a Hilbert space. Further
more, by defining the same action of the Poincare group on 
: = oH as in the massive case, one can show that Lemma 1 
and Lemma 2 hold also. Thus, Lemma 1 and 2 hold without 
restrictions for all J-l's. 

While the representations of 9 by : ~ are unitary, they 
are not irreducible. To obtain irreducible representations, 
we can restrict our map : ~ as follows. When J-l > 0, : H is a 
direct sum of two subspaces : + Hand: H, i.e., the sub
spaces of fields that have support on I + and that of those 

~+ 
R 

FIG. 1. The four pieces of mass 
shells whenI' = 0, I: (po = p', 

____ ~:....------+ p I pO> 0), It (pO = _ pI, pO > 0), 

1210 

~-
L 

I it (pO = p',po <0), and I L 
(pO = _ p',po <0). 
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(14) 

having support on .I -. It is easy to see that ~ ~ acts invar
iantly on:+ Hand:- H i.e.,: CI2t (P) (:+ H) ~~+ H, ~ CI2t (P) 
(~- H ) ~: - H, V PE 9. In fact, one can easily show that : ~ 
does act irreducibly on each ~+H and ~- H. For J-l = 0, the 
space ~ = oH is a direct sum offour subspaces (subspaces of 
fields having support on .I it , .I R , .I L+ , and.I L , respec
tively). Also in this case, the ~ ~ acts irreducibly on each 
subspace. 

We conclude this section with the following observa
tion. The fact spelled out in Lemma 2 marks a sharp contrast 
between two and four dimensions. In four dimensions, we 
know that inequivalent finite-dimensional representations of 
the Lorentz group will induce inequivalent unitary represen
tations of the Poincare group. But, in two dimensions, all the 
inequivalent finite-dimensional representations of the Lor
entz group give rise to an equivalent-with the proviso of the 
same mass as in Lemma 2-representation of the Poincare 
group. This raises a puzzle of whether it makes sense to note 
whether there is any field other than the scalar field (i.e., 
a = o¢ ). In particular, even though spinors as defined in Sec. 
n make sense in connection with the Lorentz group, a spinor 
field seems to lose its identity as it may appear as a crooked 
version of a scalar field. However, this is not the case. In Sec. 
IV, we will show that scalar fields in a quantum theory de-
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scribe bosons, while spinor fields describe fermions. We will 
see that it is the transformation properties of the fields, not to 
what representations these fields give rise, that determine 
their statistics, i.e., whether they are fermions or bosons. 

This fact that transformation properties, not represen
tational ones, determine the statistics is not at all obvious in 
the four-dimensional case. There, each inequivalent repre
sentation of the Poincare group induces a different transfor
mation law for the fields; the correspondence between repre
sentations and transformation laws is one to one. Thus, it 
would be difficult, if not impossible, in that case to see that 
the statistics are determined by the transformation proper
ties, not by representations. 

IV. THE "SPIN"-STATISTICS THEOREM IN TWO 
DIMENSIONS 

We will, in this last section, show that spinor fields in a 
quantum field theory in two-dimensional Minkowski space 
are indeed fermions. We have, in fact, a more general result: 
In a quantum field theory ofarp (x) fields, when a is half
integral, arp (x) will be a fermionic field, and, when a is inte
gral, arp (x) will be bosonic. Interestingly, when a is neither 
integral nor half-integral, the arp (x) fields are neither fer
mions nor bosons. 

By a quantum field theory ofarp (x), for any value of a, 
we mean a theory obeying the Wightman axioms for a field 
theory,4 except that Axiom II, describing the transformation 
properties of fields in four dimensions must be modified to 
describe instead the transformation properties of fields in 
two dimensions. Thus, we have, instead, Axiom II'. 

AxiomIJ': Let W(T(aO,al),A (t )) be the unitary operator 
corresponding to the element T(aO,a l ) A (t) of the Poincare 
group. Then the equation 

W(T(aO,al),A (t)) arp (f)w -1(T(aO,al),A (t)) 

= e - at arp (! T(aO,al),A (t) J f) (15) 

is valid when each side is applied to any vector in D (see Ref. 
4). Here arp is the quantum field operator and 
! T(aO,al),A (t) J fIx) = f(A -I(t) (xo - an, Xl - a l

)), xEJI. 
One checks, indeed, that all the results leading to the 

spin-statistics theorem in four dimensions remain true in the 
two-dimensional context. In fact, we can prove an analogous 
version of the spin-statistics theorem. We will follow the 
proof as in Ref. 4 almost verbatim, except for obvious modi
fications for the context of two dimensions. 

Theorem5
•
6

: In a quantum field theory of a arp (x) field 
with the quantization rule 

(16) 

where 10 I = 1 and (x - y)2 < 0, i.e., x and y being spacelike 
separated, if 0 =Ie - 21arr then arp (x)tPo = 0, where tPo is the 
vacuum state. This further implies arp (x) = 0. 

Proof: The relation (16) gives 

(tPo,arp (x) arp *(Y)tPo) - () (tPo,arp *(y) arp (x)tPo) = 0, (17) 

for (x - y)2 < 0. By the same arguments as in Ref. 4 there are 
holomorphic functions Wand W such that the vacuum ex
pectation values are given by (4-43) of Ref. 4. Generalization 
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of (4-44) of Ref. 4 gives 
/'-

W(s) - OW( -s) =0. ( 18) 

On the other hand, employing the transformation properties 
of the fields (Axiom II'), we have 

W(s) = e2/arrW( - s); (19) 

thus 2a essentially replaces the role of J in the proof of the 
spin-statistics theorem (Theorem 4_104

). From (18) and (19), 
we have 

(20) 

Now, by repeating the same argument as given in the proof 
of Theorem 4_94

, we obtain the desired result that arp (x)tPo 
= 0. Furthermore, since by definition of a field theory, tPo is 

a cyclic vector of the polynomial algebra of the arp (x) field, 
this could only be true if the Hilbert space of states consists 
only of multiples of tPo and arp (x) = 0. This completes the 
proof of the theorem. 

We remark here that, in general, one would like to con
sider a theory involving more than one field. In that case, the 
above theorem still remains valid for the various fields inso
far as the conclusion-arp (x)tPo = ° if the wrong statistics are 
used-is concerned. To get arp (x) = 0, we need an extra con
dition concerning the commutation behaviors between dif
ferent fields. A sufficient condition is that any two different 
fields commute via a statistics as in (17) with any value of O. 

Thus one recovers a complete analog of the spin-statis
tics theorem in two-dimensional Minkowski space, where 
there is no rotation and hence no spin. For a = integral, the 
only consistent quantization rule is, from (16), by commuta
tor. For a = half-integral, anticommutator instead should 
be used. When a is neither half-integral nor integral, the 
arp (x) field does not satisfy either the commutator or the 
anticommutator; the arp (x) field is neither bosonic or fer
mionic. Instead, it obeys a statistics indicated by (16). 

CONCLUSION AND SUMMARY 

Even though the Lorentz and the Poincare group in 
two-dimensional Minkowski space are simply connected 
(and for this reason they are drastically different from their 
four-dimensional counterparts), a representation by "spin
ors" of the Lorentz group in two dimensions can be defined. 
Furthermore, spinors in two dimensions do share properties 
similar to the usual spinors connected with the double-val
ued representations of the Lorentz group in four dimensions. 
First, both can be interpreted as "square roots" of vectors. 
Secondly, just as spinor fields in four dimensions form uni
tary representations of the inhomogeneous SL(2,C) group, 
the covering group of the Poincare group, spinor fields in 
two dimensions likewise form unitary (and under suitable 
restrictions, irreducible) representations of the Poincare 
group in two dimensions. Most interestingly, spinor fields (in 
both two and four dimensions) in a quantum field theory, are 
indeed fermions. In connection with the last point, one in 
fact has a more general result; there exists an analog of the 
spin-statistics theorem in two-dimensional Minkowski 
space, even though the associated Poincare group does not 
have a rotation subgroup and hence has no spin. 
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I. INTRODUCTION 

The CP~ - I model I is a generalized version of the non
linear sigma model with a local U(l) invariance. It has 
aroused the interest of physicists because of its rather remar
kable properties. Besides being renormalizable and asymp
totically free, it has instanton solutions and allows a syste
matic lin expansion. 2 Also, the gauge field, which is a 
dummy variable at the tree level, acquires a kinetic part (and 
propagates) due to quantum effects. Classically, like many 
other two-dimensional models, it has an infinite number of 
conservation laws. 3 However, what makes it interesting is 
that, unlike the O(n) nonlinear sigma model4 or the Gross
Neveu modeV pair production is not suppressed since (at 
least) one of these conservation laws does not survive quanti
zation.6 All these quantum properties give, in our opinion, a 
special role to this model and might renew interest in its 
study. With all this in mind we thought of attempting a Ha
miltonian formulation of this model and to study its canoni
cal structure which is the basis from which to start to formu
late a canonical quantization. 

Having the Hamiltonian might also be useful for a con
tinuous time lattice regularization of the system as has been 
done for the sigma model. 7 Recent studies8 of the model on 
lattice regularization seem to indicate the existence of a new 
phase and further insight on this phenomenon may come 
from a lattice Hamiltonian formulation. Our attempt to give 
a Hamiltonian formulation is not the first; others9 did it be
fore us. The method of these authors is to solve all the con
straints in the system and express everything in terms of the 
unconstrained variables. However, they succeeded in only 
one special gauge and the operator ordering problem seems 
to be rather complicated except in the large n limit. 

Our approach is to use the Dirac method \0 and thus not 
to solve the constraints directly. The advantage is that one 
gets the canonical structure in different gauges II and, in this 
sense, it is an improvement over the previous attempt. Also, 
the Hamiltonians in different gauges are rather simple and 
all the complications due to the constraints are reflected in 
the Dirac bracket structures. 

The authors of Ref. 9 used their unconstrained variable 
formulation to study the large n limit of the model. What is 

0) Research supported in part by NSF Grant No. PHY 78-24888 and a fa
culty research award program PSC BHE No. 13735. 

b) Research supported in part by NSF Grant No. PHY 81-09110. 

needed is a consistent quantization scheme for all n. We shall 
show that in particularly simple gauge (temporal gauge), a 
quantum Hamiltonian operator can be written down togeth
er with commutation relations between the canonical varia
bles. This can be the starting point to derive the Hamiltonian 
in any other gauge by performing unitary transformations 
(or quantum canonical transformation). In general, this pro
duces additional terms in the potential. 12 Also, the Hamil
tonian and the canonical structure in temporal gauge has 
been used by the present authors to derive a large n limit by 
the collective field approach. 13 (See Ref. 14 for further de
tails.) 

Worth mentioning is another work ls where Dirac's 
method was applied to the supersymmetric version of the 
CP" - I model. However, the problem of gauge fixing (and 
therefore, the complete canonical structure) was not dis
cussed in that paper. IS 

The material in this paper is organized as follows. In 
Sec. II, we introduce the model and derive the constraints by 
Dirac's procedure. Without fixing the gauge, the primary 
canonical structure ll is worked out. We call these "primary 
Dirac brakcets." 

In Sec. III, we derive the final and definitve Dirac 
brackets by using the primary brackets in three different 
gauges. Section IV is reserved for a discussion of a temporal 
gauge (like Ao = 0 gauge in quantum electrodynamics). In 
the final Sec. V, some conclusions and discussions are pre
sented. 

II. PRIMARY DIRAC BRACKET STRUCTURE FOR CP~ - 1 

MODEL 

The model is described by the Lagrangian density 

!.t' = (al" za)(al" Z:) 

+ (g/2n)(z: JI" za)(z$ JI" z/3)' (2.1) 

where n is the number of complex scalar fields Za andg is the 
coupling constant. We follow the notation of Ref. 2 which is 
by now the standard. The fields Z satisfy the constraint 

n n 
Z*Z = L Z Z* = - (2.2) 

a=t
aa 

2g' 

The Lagrangian density !.t' is invariant under a global SU(n) 
transformation and a local U( 1) gauge transformation. In 
fact, it is easy to see that (2.1) is invariant under the local 
transformation 
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We can construct a gauge field A" as 

A" = (zg/n)(z! J"za) 

which transforms under (2.3) as 

A"--+A,, - aile, 

(2.3) 

(2.4) 

(2.5) 

and we can write!t' as (D1,z)*(D" z) where D" = a" + iA". 

As is well known, the number of real independent field com
ponents is 2n - 2. However, we shall enlarge this by writing 
an equivalent Lagrangian density 

::/' = (a'l z:)(a,,za) - (2g/n)(z: a"za )(zf3 a"zJj) 

- A (z:za - n/2g), (2.6) 

where A (x) is a Lagrange multiplier field that enforces the 
constraint (2.2) and is to be treated as an independent degree 
of freedom. 

That the Lagrangian in (2.6) is singular can easily be 
seen by computing the momenta as 

1TJe = a!t' -0 aA - , 

_ a!t' -M .* 1T - -- - f3 zf3' 
a az" a 

Maf3 = 8af3 - 2g z: Zf3. 
n 

1T* = a 

The matrix M has the properties 

M=M+ =M2, 

detM= o. 

a!t' 

az: 
(2.7) 

(2.8) 

The last statement follows from the fact that z* is an eigen
vector of M with eigenvalue zero. Thus, the matrix M being 
noninvertible, the velocities za and za cannot be completely 
expressed as functions of momenta and fields. Also, from 
Eqs. (2.7) and (2.8) one can easily derive the primarylO con
straints. 

¢1-1T;. = 0, 

¢2-1TaZa - 1T: z: = 0, 

¢3- 1TaZ" + 1T:Z: = o. 

(2.9) 

The non vanishing classical Poisson brackets between the 
various fields and momenta are 

[Za(X),1Tf3 (Y)] = [z!(x),r1(y)] =8af3 8(x-y), 

[A (x), 1TJe(Y)] = 8(x - y). 
(2.10) 

It is easy to see that the constraint ¢2 generates the U( 1) time
independent gauge transformation as 

(2.11) 

8e[z:, f dY¢2(Y)] = -8z: =8z:. 
From the Lagrangian (2.6), we can derive the canonical Ha
miltonian as 
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He = J dX(1Ta(X)Za(X)+1T:(X)Z!(X)-!t') 

= J dx [ 1T,,1T! + (a l z:)(a l Za) 

- ~(Za a l z:)(zJja I Zf3 )+A(lzI
2

- 2:)]. (2.12) 

However, the Hamiltonian He is not uniquely determined 
since one can add the constraints (2.9) with arbitrary multi
pliers and get a total Hamiltonian H T (Ref. 10) 

HT =He + J dx itl Vi¢i(X). (2.13) 

Following Dirac,1O we now demand that the primary con
straints have no time evolution, i.e., the Poisson brackets of 
¢i with H T are zero. This gives two new secondary con
straints 

¢4- z: Za - n/2g = 0, 

(2.14) 

It should be noted that the constraint ¢2 has vanishing Pois
son bracket with H T which is another way of saying that H T 

is gauge invariant. The secondary 10 constraints ¢4 and ¢5 do 
not generate any further constraints so that the system of 
constraints is now complete. 

The next step is to check which one of these constraints 
(2.9) and (2.14) is first class 10 and which is second class. 10 

From the definition that any first class quantity has vanish
ing Poisson bracket with all the constraints, we can only see 
that only ¢2 is first class; all the rest are second class. Let us 
rename the second class constraints Xi (i = 1,2,3,4) with the 
identification XI = ¢3' X2 = ¢5' X3 =,¢I' X4 = ¢4· Then 
without fixing any gauge we can define the "primary" Dirac 
brackets II as 

[A,B ]' = [A,B 1 

i'~IJ dxdy [A,Xi(x)] Ci;l(X,y)[Xj(y),B], 

(2.15) 

From the definition, it is easy to see that only second class 
constraints will have vanishing primary brackets with any 
functions of fields and momenta. In order to set all the con
straints "strongly zero," we need the final and definitive 
Dirac brackets I I which can be obtained iteratively from the 
primary ones after we have chosen a gauge. This will be done 
in the next section. For now, we shall only give the primary 
Dirac bracket structure. The C and C - I matrices can easily 
be computed as 
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0 edx,y) 0 
n 

- -8(x-y) 
g 

-Cdx,y) 0 8(x-y) 0 
C(x,y) = 

0 -8(x-y) 0 0 (2. 16a) 
n 
-8(x-y) 0 0 0 
If 

where C I2 has a very complicated structure but we do not need to specify it to calculate [ ]" 

0 0 0 

0 0 -8(x-y) 
C-I(x,y) = 

0 o(x-y) 0 

-g 
-o(x-y) 0 

-g 
--Cdx,y) 

n n 

from which the primary Dirac brackets are found to be 

[zu' zp ]' = [zu' z~]' = [z~, z~]' = 0, 

[zu' 1Tp ]' = oup o(x - y) - (g/n)zu z~ o(x - y), 

[Za,1T~]'= -(g/n)zazpo(x-y), (2.17) 

[1T a' 1T p ]' = - (g/n)(z~ 1T p - Z~1T a) o(x - y), 

[ 1Ta' n1], = (g/n)(1Ta Zp - 1T~Z~) o(x - y), 

where x and yare the arguments of the first and second 
quantity in the brackets, respectively. We have not written 
down any bracket with A. or 1T). explicitly just because these 
are not dynamically significant variables. We also did not 
bother to calculate the lagrange multipliers Vi in H T; they 
multiply expressions that are "strongly zero" with respect to 
[ ]' and can be dropped from H T' 

The structure (2.17) is implicit, even if not calculated in 
detail, in Ref. 15. As we pointed out before, (2.17) does not 
give the complete canonical structure [see, however, the dis
cussion of temporal gauge in Sec. IV]. The first class con
straint CP2 is still to be taken into account. This needs a gauge 
fixing which we discuss in the next section. 

III. GAUGE FIXING 

Since we have only one first class constraint CP2' we need 
only one gauge fixing condition which we call K I' Defining 
Kz = CP2' we can construct the final and definitive Dirac 
brackets as 

[A,B] *=[A,B]' - f dx dy 

2 

X r [A,Ki(x)]' C ij I(X,y)[ Kj(y),B]', (3.1) 
i,)= 1 

where C -I is the inverse matrix of 

(3.2) 

Of course, gauge condition K I has to be chosen such that Cis 
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g 
-o(x-y) 
n 

0 (2.16b) 

g 
-Cdy,x) 

, 
n 

0 

I 
nonsingular. Various choices of gauge fixing and corre
sponding Dirac bracket structures are given below. 

Case (i). Let us first discuss the choice 

K I: zn - z~ = 0, unitary gauge.9 

Then C and C - I matrices are 

_ [ 0, 
C(x,y) = 

- (zn +z~), 

_ [0, 
C-I(x,y)= ( + *)-1 

Zn Zn , 

(Zn + Z~)] o o(x - y), 

- (zn +Z~)-I] 
o(x-y). o 

The final Dirac brackets are 

[Za' zp ] * = [za' z~] * = [z~, z~] * = 0, 

[za' 1Tp]* = (oaP - (g/n)za z~) o(x - y) 

- (zn + z~)-Iza 8pn 8(x - y), 

[za' 1T~]* = (- (g/n)za zp) o(x - y) 

(3.3) 

(3.4) 

+ (zn + Z~)-I Za opn8(x - y), (3.5) 

[ 1Ta' 1Tp] * = (g/n)(1Ta z~ - z~ 1Tp) o(x - y) 

- (zn + ~)-I(oan 1Tp - opn 1Ta)o(x - y), 

[ 1Tu' n1] * = (g/n)(1Ta zp - 1T~ z~) o(x - y) 

+ (zn + z~)-1(8an 1T~ - opn 1Ta) o(x - y). 

On the right-hand side of these brackets we can, of course, 
set Zn = z~* since the structure is consistent with all con
straints set "strongly" equal to zero. Finally, we can set the 
Hamiltonian to be 

HT = f dx [atl 1Ta 1T~ + :t: (al za)(a l Z~)] 

(3.6) 
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where we have identified Zn with zn* and set all constraints 
equal to zero. 

Case (ii). Next we shall discuss an axial-like gauge9 

K.: Za a. z: - z: a. Za = 0. (3.7) 

The C matrix is now 

- (0, 
C(x,y) = /(y,x), 

-l(x,y)) 

° ' (3.8) 

where 

I (x,y) = (z:(x) za(Y) + z:(y) Za(x)) ax <S(x - y). (3.9) 

Assuming C -. to be of the form 

C-.(x,y) = (0, f(X,Y)) , 
-f(y, x), ° (3.10) 

it is easy to see thatfsatisfies the equation 

ax f(z, x) = (gin) <S(x - z). (3.11) 

We have to specify the boundary conditions to solve Eq. 
(3.11). This is not unusual; the same thing also happens in 
electrodynamics in various noncovariant gauges (see Ref. 
11). With appropriate boundary condition the solution is 

f( y, x) = (g/2n) €(x - y), 

€(x,y)= sign(x - y). 

So the definitive Dirac brackets are 

[Za' zp ] * = [za' z~] * = [z:, z~] * = 0, 

[za' 1Tp ] * = (<Sap - (2gln) Za z~) <S(x - y) 

- (gin) €(y - x) za(x) ay z~(y), 

[za'~] * = (gin) za(x) ay zp(y) €(y - x), 

[1Ta' 1Tp] * = (2gln) (1Ta z~ - z: 1Tp) <s(x - y) 

- (gin) €(x - y) [ax z:(x) 1Tp( y) 

(3.12) 

+ ay z~(y) 1Ta(x)] , (3.13) 

[1Ta' 1Tp*] * = (gin) €(x - y) 

X [ax z:(x) 1T~(Y) + 1Ta (x) ay zp( y)]. 

Finally, H T takes the very simple form 

H T = fdX[1Ta~+alz:a.Za]. (3.14) 

Case (iii). Another interesting case is the radiationlike 
gauge. 

Proceeding exactly as before, we get 

__ . (0, D(X,Y)) 
C (x, y) = _ D (y,x), ° ' 

where D satisfies the equation 

a; D(z, x) = - (gin) <S(x -z). 

The solution is 

D (z, x) = - (gln)lx - zi + F(x, z), 

where 

a-; F(x, z) = 0, 
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(3.15) 

(3.16) 

(3.17) 

(3.18) 

without specifying any particular boundary condition, we 
shall indicate the solution of (3.17) as D (z, x). The Dirac 
brackets are 

[Za' zp ] * = [Za' Z~] * = [z:, Z~] * = 0, 

[Za, 1Tp]* = Dap <s(x - y) - ((gin) <s(x - y) 

- a~ D (y,x)) za (x) Z~( y) + [ 2za (x) ay z~( y) 

- (4gln)za(x)z~(y)z~(y) + ay Zy(Y)] ay D(y,x), 

[Za' 1T~] * = Za(x) Zp(y) [( gin) <s(x - y) - a~ D (y, x)] 

- [2za(x) ay zp(y)(4gln) za(x) Zp(y) Zy(Y) 

XayZ~(y))ayD(y,x), (3.19) 

[ 1Ta(x), 1Tl (y)] * = (gln)(1Ta zl - z: 1Tl) <s(x - y) 

± [z:(x) 1Tl(y) a-; D (x, y) - 1Ta(x) zl(y) a; D(y, x) 

+ 21Tl (y) ax z:(x) ax D (x, y) 

+ 21Ta(x) ay Zp + (y) ay D(y,x) 

+ (2gln) 1Tl (y) Za(X)(Z~ azy)(x) ax D (x, y) 

+ (2gln) 1Ta(X) Zp ± (y)(z~ azy)(y) ay D (y,x) 

+ (2gln) D (x, y) [1Tl (y) ax z:(x)(z~ a Zy)(x) 

+ 1Tl(y) ax za(x)(z~ azy)(x)} 

+ (2gln) D (y,x) [1Ta(X) ay zl(Y)(z~ azy)(y) 

-1Ta(X) ay z~(y)(z~ azy(y))], 

where we have used the notation Q = Q + and Q * _ a - with 
a any quantity in (3.19). One can see that the Dirac brackets 
are quite complicated. The Hamiltonian is 

HT = f dx [ 1Ta ~ + a1 z: a1 Za 

- ~ (Za a. Z:)(Z~ a1 Zp)]. (3.20) 

To conclude this section, let us mention that a gauge condi
tion which involves the velocities i and i* cannot be directly 
used in the above formalism. One such example is the tempo
ral gauge which we discuss in the next section. 

IV. TEMPORAL GAUGE 

Let us now discuss an interesting gauge condition. 

Za aoz: = ° (4.1) 

which is like the temporal gauge (Ao = 0) in electrodynam
ics. Using (4.1), the Lagrangian in (2.6) can be written as 

2" = (ap za)(ap z:) + (2gln) (z: a1 za)(zp a1 z~) 

- A (z: Za - n/2g). (4.2) 

This Lagrangian still has time independent U(I) gauge free
dom. However, as we shall see, there is no first class con
straint since gauge has already been fixed. The momenta are 

(4.3) 

which means that we have only one primary constraint 

ifJ. = 1T). = 0. (4.4) 

The canonical and total Hamiltonians are 
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He = f dX[ 1Ta n! - ~ (Z! a l Za)(Zp a l Z~)] 

+ a l Z! a l Za + A, (lzl2 - ~), 
2g 

H T = He + f dx V A. 1T A.' 

(4.5) 

Proceeding as before, we can derive three secondary con
straints: 

ifJ3 = 1T a Za + n! z: = 0, 

ifJ4 = z: Za - n/2g = 0, 

ifJ5 = A, - (2gln) ! 1Ta n! - (a l z:)(aIZa) 

+ (4gln) (Za a l Z:)(Z~ a l Zp)}. (4.6) 

Thus, ifJ2 = 1T a Za - n! z: = 0 did not come out as a con
straint. Since all four constraints are second class, we imme
diately see that the Dirac brackets are the same as the pri
mary brackets defined by (2.15) and (2.17), i.e., 

[A,B]· = [A,B]'. (4.7) 

However, it should be noted that the quantity 1T aZa - n! z! 
has vanishing brackets with all constraints and with H T 

[1TaZa -n!z:, any const on HT]·=O. (4.8) 

Thus, (1T a Za - n!z:) is a constant of motion. This situation 
is completely analogous to Gauss' law in quantum electrody
namics in temporal gauge (see Ref. 16). What it means is that 
it has to be imposed as an initial condition on the physical 
state. In the quantum theory this would imply that the gen
erator of a time-independent U( I) gauge transformation 
commutes with the Hamiltonian and so can be simulta
neously diagonalized. Thus, a physical state can be written 
as a simultaneous eigenstate of Hand i (1TaZa - 1T: z:). 

H Iphys) = E Iphys), 

(4.9) 

and pIx), being time independent, can be interpreted as the 
"external static U( I) charge." Thus, the temporal gauge is a 
natural framework for discussing physical states of the 
cp; - I model with external static charge distributions. 

Finally, let us discuss another interesting parametriza
tion of the model in temporal gauge in terms of2n real com
ponents of the field Za' 

Using the vector X with 2n real components 

(4.11) 

the constraint equation (2.2) becomes 

2n n 
X·X= I XiXi =-. 

i~1 g 
(4.12) 

Proceeding exactly as before, one can derive the Dirac 
brackets between Xi and the conjugate momentum Pi 
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[ Xi' Xj ]. = 0, 

[Xi'Pj]· = (Oij - (gin) Xi Xj ) o(x - y), 

[Pi'Pj]· = - (gln)(Xi Pj -~ Pi) o(x - y). (4.13) 

However, a more useful variable is the O(2n) angular mo
mentumJij; 

Jij(X) = Xi (X) Pj(x) - Xj(x) Pi (X) 

in terms of which the Dirac brackets become 

[Jij(X)' Xdy)]· = - (Xi Ojk - Xj Oid o(x - y), 

[Jij(x), Jk/(y)]· 

= - [(Ojk Ji/ - 0ik ~/) - (h--+ I )] o(x - y). 

The Hamiltonian in this parametrization is 

H=fdX [...!..- I Jij(X) Jij(X) + V(X)], 
4n i.j 

where the potential energy term is 

and a is a (2n X 2n) matrix 

( 
0 

a= 
- lnxn 

~nxn ) . 

(4.14) 

(4.15) 

(4.16) 

(4.17) 

(4.18) 

It is easy to see that the kinetic energy term is O(2n) invariant 
while the potential energy is only SU(n) invariant. A suitable 
quantization scheme is to replace 

[A,B 1· -+ - i [A,B lcommutator • (4.19) 

Since the Hamiltonian operator is unambiguous in this para
metrization, one can now perform a quantum canonical 
transformation to derive the Hamiltonian in other gauges. 

We want to discuss, before concluding, two more issues. 
The first one is the realizability of all these "strange" gauge 
conditions, that means: given a field configurationf(x, t), is 
it possible to perform a gauge transformation, so to bring it 
in one of these gauges, for example the transverse one? Re
membering that the transverse gauge is Za a l z: - z: a l Za 
= 0, it might seem quite complicated to find the right trans-

formation. Actually, looking at the definition of gauge field 
A I ex: Za a I Za • - Z! a I Z a and how a gauge field transforms 
A; =AI - al 8 we see thatza a l z: - z: a l Za = 0 can be 
satisfied, taking for 8 (x, t ), 

8 (x, t) = f: 00 AI(y,t)dy = f: 00 Za a l z! -z: a l za) dy. 

(4.20) 

So we succeed in constructing the gauge transformation that 
brings our field Za (x,t ) in the transverse gauge. The same can 
be easily done in all other gauges. 

The second point to analyze is to check the Lorentz 
invariance of our system once the gauge has been chosen. 
This is very important as all our gauges are noncovariant and 
the system comes out to be nonmanifestly Lorentz invariant. 
To make sure that all space-time symmetries are respected, 
we have to verify the "Schwinger condition." 17 We did not 
do that in all gauges due to the very complicated structure of 
our brackets, but we checked that in the A 0 = 0 gauge (the 
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only one used in Ref. 14) and there the "Schwinger condi
tions" are trivially satisfied. 

v. CONCLUSIONS AND DISCUSSIONS 

We want to point out once more in these conclusions 
that what we have done: the search for the canonical struc
ture of the CP~ ~ 1 model in different noncovariant gauges, is 
entirely classical. This is the basis anyway for a consistent 
canonical quantization in which the Dirac brackets are to be 
replaced by commutators of different operators. We have 
also pointed out and used 14 a particularly simple gauge (tem
poral) for a suitable quantization scheme valid for all n. 

Having this structure, an interesting question can be 
raised which is related to the recently discovered infinite 
number of classically conserved non local currents. Some of 
these currents may be anomalous; a direct evaluation of the 
time dependence of these charges in the framework of a 
Dirac quantization procedure may give us some insight. 
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The global invariance conditions are given for the (j,j') spinor fields with gauge freedom invariant 
under subgroups of C(3, 1). We formulate two propositions concerning the nonexistence of 
nontrivial fields with and without compact gauge freedom and apply them to the maximal 
noncom pact subgroups of C(3, 1). We also determine explicitly the most general 0(4) and 
0(2) X 0(4) invariant (j,),) spinor fields with compact gauge freedom. 

PACS numbers: 11.15.- q 

I. INTRODUCTION 

Tensor fields and densities invariant under subgroups 
of the conformal group of space-time C(3, 1) were systemati
cally determined by Beckers, Hamad, Perroud, and Winter
nitzl (hereafter noted BHPW). Subsequently, the invariant 
Dirac spinor fields were investigated with the same methods 
for subgroups of the Poincare group P(3,1) and the maximal 
subgroups ofC(3,l) by Beckers, Hamad, and Jasselette2 

(hereafter noted as BHJ). Among these results we recall that 
BHJ showed there were no non vanishing Dirac spinor fields 
invariant under the maximal subgroups of C(3, l). 

For physical applications, it is of interest to consider the 
spinors transforming under some representations of gauge 
groups. The study of invariant fields was extended to include 
gauge transformations by Harnad, Shnider, and Vinee and 
applied to obtain classical solutions to gauge fields equa
tions.4

-6 In the present work, we pursue this line of study to 
include all spinor representations of the Lorentz group, ex
tended by the definition of a conformal weight (scale factor), 
and simultaneously all representations of compact gauge 
groups. The main purpose of finding such invariant spinor 
fields, knowing that pure Yang-Mills equations are covar
iant under the full conformal group, is to simplify the equa
tions which describe the coupling of spinor fields with gauge 
fields. Meetz7 and Doneux, Saint-Aubin, and Vinet8 per
formed this simplification for massless Dirac fields and 
SU(2) gauge fields invariant under 0(2) X 0(4) and some of its 
subgroups. One important result that emerges from our con
siderations is that there is an essential distinction to be made 
between compact and noncompact invariance groups, the 
latter leading for a wide variety of cases to no nontrivial 
invariant fields. 

In Sec. II, the in variance conditions for spin or fields 
with gauge freedom are presented in their global (finite) 
form. The following section contains two propositions 
which express conditions for the nonexistence of nontrivial 
invariant (jJ') spinor fields with and without compact gauge 
transformations. Using these propositions in Sec. IV, we 
show for any compact gauge group the nonexistence (with 
some restrictions) of nonvanishing (jJ') spinor fields invar
iant under any maximal noncompact subgroup ofC(3,1) 
whenj +)' is a half-integer and under three maximal non
compact subgroups whenj + fEZ. In Sec. V, we determine 
explicitly for 0(2) X 0(4), the maximal compact subgroup of 

C(3, 1), and for 0(4) the most general invariant (jj') spinor 
fields with any compact gauge group representation. Final
ly, in Sec. VI, we summarize our results and suggest future 
work. 

II.INVARIANCE CONDITIONS 

In the following, a "gauged spin or field" will mean a 
spinor field with a gauge freedom, and a "strict invariance," 
an invariance without any gauge transformation. We make 
use of the global method described in BHPW and BHJ ex
tended to include gauge freedom. Let M denote Minkowski 
space with metric gM of signature (+ - - -). M is em
bedded in a compact space, the so-called compactified Min
kowski space M -S I xS -' /Z2' to obtain a global action of 
C(3, 1).1.9.10 Define on M the (jj') spin or fields '/I, which on a 
linear spaceS (spin space) transforms according to theD(jJ') 
spinor (finite) representations of the homogeneous Lorentz 
group. Introducing a gauge freedom, these spinor fields will 
take values in the tensor product of S with a complex vector 
space Von which the gauge group H, a compact Lie group, 
acts by a linear representation D:H--+GL( V). We then write 
for a gauge transformation on M 

'/I'(p) = D(h -I(p))'/I(p), (2.1) 

wherepEM,h (p)EH,andcorrespondingly '/I (p), '/1'( p)ES ® V. 
Denoting by x=! XU (p) 1 ' the local coordinates of p, the 

Jacobian matrix Jg (x) of a conformal transformation 
gEC(3, 1) relative to any orthogonal frame is given by 

Jg(x) = /"IX)Ag(x), (2.2) 

where/"IX)ER + (dilatation), andAg (x)EO(3,1). We denote by 
I Uu 1 an open covering of M over which a set of gauges is 
defined, i.e., trivializations of the principal bundle of the 
gauge group. 

The invariance condition for a (jj') gauged spinor field 
is the following6.8.1l.12: 

'/Iu ( gx) = e1f"lx)D (j.O)(Ag(x)) 

®D (OJ)(Ag(x)) ® D (p; I( g,x))'/Ia (x), (2.3) 

where fER is the scale dimension (conformal weight), elf"lx) 

ER +, D (J.O) , and D (O.},) stand for the finite spinor representa
tions, and the transformation functions, denoted Pu (g,x), 
are functions: G X Ua --+H, respecting the relation 
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(composition law)Pa( gl g2,x) =Pa(g2,xloa( gl g2 X ) 

(2.4) 
and transforming under a change of gauge on UanUp with 
transition functions kap :UanUp-H as 

pi I( g,x) = k aP I( gxloa- I( g,x)kap(x), (2.5) 

in order to obtain a global 1/1 on M. More precisely, the do
main of definition of Pa is only the submanifold 
{( g,x)EG X Ua I, for which both x andgx belong to Ua CM. 
For smooth actions this contains a neighborhood of the iden
tityeEG for all XEUa . 

Two functionsp satisfying (2.4) and related by (2.5) lead 
to the same gauged spinor field expressed in different gauges. 
There exists also a one-to-one correspondence between the 
nonequivalent transformation functions and the conjugacy 
classes ofhomomorphismsA.:Go-H, obtained by restricting 
Pa- 1

( g,xo) at a given reference point Xo to the isotropy sub
group Go (see Ref. 3). 

Using (2.3), invariant fields may be uniquely deter
mined on the orbit of a given reference point Xo from the 
value 1/1 (xol which must satisfy the linear isotropy condition: 

(2.6) 

for all elements goEGo(Xo) C G, where for convenience we 
have defined 

D(goJ (xo))=eif,,(Xo)D (j.O)(A go (xo)) ® D (o.ll(A go (xo)). (2.7) 

III. PROPOSITIONS 

We now formulate two propositions concerning the 
nonexistence of nontrivial invariant (jJ') spinor fields with 
and without compact gauge freedom. 

Proposition 1: Let 1/1 be a (jj') spinor field with a com
pact gauge symmetry H. For any orbit and any Lie transfor
mation group G with a noncompact isotropy subgroup Go 
with simple algebra Go, there exist only strictly G-invariant 
(jj') spinor fields. 

Proof Since Go is simple and the kernel of the induced 
algebra homomorphism Go-if (the gauge algebra) is an 
ideal, the only algebra homomorphisms are the trivial ho
morphism or an isomorphism onto a gauge subalgebra. But 
the latter case is impossible since it would imply that the 
simple algebra Go corresponded simultaneously to the non
compact group Go and to a compact gauge subgroup. There
fore, the homomorphism A. maps Go on {e I and (by Proposi
tion 1, Corollary 3 of Ref. 3)p( g,x) can always be chosen to 
be e. The gauge factor disappears in the invariance condition 
(2.3) and the proposition is proved. 

Proposition 2: Assume an orthogonal frame on M. Let G 
be a subgroup of C(3, 1) and u any orbit of Gin M. For every 
one-parameter (t) subgroup of the Jacobian image of the iso
tropy subgroup ofG atxoEU(go J (xo):Go(xo)-0(3, 1) X D ) con
jugate to exp[(aL3 + 13K3 + yD)t] or exp[(LI - K2 ± D)t] 
underO(3,I)XD, where a, 13,y,tER and L;,l(;,D are, respec
tively, the rotation, boost, and dilatation generators of 
0(3,I)XD: 

1220 

(a) for exp[(aL3 + 13K3 + yD )t] classes: 
(i) If a#O and} + j'Ehalf-integers, there are no non

vanishing strictly G-invariant (jJ') spinor fields; 
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(ii) For any a and (jj'), if13m + yl #0 [where lis the 
scale dimension and m ranges over the integers or the 
half-integers such that - (j + j')<m<(j + j')], no non
vanishing G-invariant (jJ') gauged spinor fields exist for 
any compact gauge group. 
(b)Forexp[(L. - K2 ± D)t ] classes: Ifl #0, thereareno 

non vanishing G-invariant (jJ')-gauged spinor fields for all 
(jj') for any compact gauge group. 

Proof The isotropy condition (2.6) implies the following 
condition on 1/1: 

1/1=0, if3 tERI.:! (I-D(t)®.D(t))#O, (3.1) 

where.:! ( ) stands for the determinant and the SUbscript "a" 
is dropped for local considerations. Any finite-dimensional 
(jj') spinor representations of a one-parameter subgroup of 
O( 3,1) can either be diagonalized (if conjugate to aL3 + 13K 3) 
or transformed to a triangular form (if conjugate toLl - K 2) 

by a suitable change of basis. The restriction of a linear repre
sentation of a compact gauge group acting on V to a one
parameter subgroup is diagonal in a suitable basis and all its 
eigenvalues are pure phase factors. 

Hence with a suitable basis choice we can express (3.1) 
as 

(3.2) 

where a; ,b;ER are, respectively, the real and imaginary parts 
of the ith diagonal element of the one-parameter subgroup 
generator of the 0(3,I)XD representations within the basis 
where the (jj') representation matrices are diagonal or trian
gular. cjER is thejth eigenvalue of the gauge generator, af
fecting only the imaginary part of the condition. 

For strict in variance: Since V j cj = 0, the condition 
(3.2) reduces to 

I/I=OifV i a; #0 and/or b; #0. (3.3) 

Looking at the (jJ') representations of the 
(aL3 + 13K3 + yD) classes: a;, = 13m; + yl and b; = an;, 
where - (j + j')<m; <(j + j') and - (j + j')<n; <(j + /) 
take integer or half-integer values. We thus conclude from 
(3.3) (i) that 1/1 = ° if a#O and} + /Ehalf-integers since n; 
will never equal zero and that (ii) 1/1 = ° for any a and (jj') if 
13m; + yl # ° for all permissible m;. In the case of the 
(L.K. ± D)classeswehavea; = ± landb; = 0. We deduce 
from (3.3) that 1/1 = ° if I #0 for any (jJ'). 

For in variance up to a gauge transformation: Since we 
do not know a priori the explicit values cj , we can only con
clude from (3.2) that 1/1 = ° if 13m + yl #0 for the 
(aL3 + 13K3 + yD) classes or if I #0 for the (L. - K2 ± D) 
classes. 

Bya change of basis, the same results apply for any 
subgroup Go containing in the Jacobian a one-parameter 
subgroup conjugate to exp[(aL3 + 13K3 + gD )t ] or 
exp[(L. -K2 ±D)t] underO(3,l)xD. 

IV. THE MAXIMAL NONCOM PACT SUBGROUPS OF 
C(3,1) 

The maximal noncompact subgroups ofC(3, I) are clas
sified by BHPW in eight conjugacy classes: OPT(3,I), 
SIM(3, I), S(U(2,I)XU(I)), 0(3)XO(2,1), 0(2,I)XO(2,I), 
0(3,2), 0(4, I) and 0(2) X 0(2,2). Each class determines only 
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one generic (dense) stratum consisting at most of two open 
orbits in M, and all the eight classes possess a noncom pact 
isotropy subgroup on this stratum (for further details, see 
BHPW). 

As an application of our propositions, we investigate 
the invariant (jJ') spinor fields with compact gauge group 
and} + j' half-integers for the maximal noncompact sub
groups. We also treat the OPT(3,1), SIM(3,1), and 
S(U(2, 1) X U( 1)) classes for the} + j' EZ spin or fields. One 
point to be stressed is that the exact values attributed to the 
scale dimension I for the different (jJ') representations can 
be ignored in the calculus, except for S(U(2, 1) X U( 1)), if 
I =l=mi V mi permissible and for OPT(3,1), SIM(3,1) if 1=1=0. 

We summarize the results as follows: 
(1) OPT(3,1): At the origin, D is a generator of the iso

tropy subgroup: E (2) X! 3D solvable group). Thus go = e'D, 
J (xo) ex e' 14 , and Proposition 2(a) (ii) and (b) imply that there 
are no nontrivial invariant (jj') fields (with or without com
pact gauge freedom) for any (jJ') where 1=1=0. 

(2) SIM(3,1): At the origin, D is a generator of the iso
tropy subgroup: O( 1,1) X 0(3, 1). Thus go = e'D, J (xo) ex e' 14, 
and, like OPT(3,1), Proposition 2(a) (ii) and (b) again imply 
that there are no nontrivial invariant fields for any (jJ') 
where I =1=0. 

(3) S(U(2,I)XU(I)): At the origin, Go and its Jacobian 
image have a one-parameter subgroup generator (D - K 3 ) 

(see BHPW for the explicit form of Go). In all cases where 
m - I =1=0, Proposition 2(a) (ii) is applied. Thus there exist no 
nontrivial invariant fields for any (jJ') where I =l=mi V m i 

permissible. 
(4) SO(3) X SO(2, 1): The isotropy subgroup Go is the abe

lian group SO(2)XSO(I,I). At the reference point 
Xo = (0,1,0,0), the Jacobian ofSO(I,I) (generator Po - Co), 
J (xo) ex eK" and Proposition 2(a) (ii) imply that no nontrivial 
invariant fields exist for} + j' half-integers (since 3 m = a if 
}+j'EZ). 

(5) SO(2,1) X SO(2, 1): Go is equal to SO(2)XSO(I,I). At 
the reference point Xo = (0,1,0,0), the Jacobian ofSO(I, 1) 
(generator K 2),J(xO) ex eK

", and Proposition 2(a) (ii) again im
ply that there are no nontrivial invariant fields for} + j' half
integers. 

(6) 0(2)XO(2,2), 0(4,1), and 0(3,2): The isotropy sub
groups are respectively the simple groups 0(2,1), 0(3,1), and 
0(3,1). Using Proposition 1, we conclude that only nonvan
ishing strictly invariant spinor fields can exist. But at the 
origin, the simple isotropy subgroups all possess the gener
ator L J • Thus, applying Proposition 2(a) (i), we find that there 
are no nontrivial} + j' half-integer invariant fields. 

v. THE MAXIMAL COMPACT SUBGROUP OF C(3,1): 
0(2) X 0(4) 

We now consider the 0(2) X 0(4) case for any (jJ') 
spinor field with any compact gauge group H. Since 
M (S 1 xS 3/Z2 ), up to a Zz factor, is identifiable with 
U(I)XSU(2), natural group actions on a point 
Po = (e i

'" ,v)EM, where ei
¢ EU( 1) and vESU(2) are: 

(a) left action of SU(2): 
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L g, :(ei¢,v)-+(ei¢, g'v); g'ESU(2) 

(b) right action of SU(2): 

Rg :(ei¢,v)-+(ei¢,vg); gESU(2) 

(c) left and right actions ofU(I): 

(5,1) 

(5.2) 

L",(ei¢,v) =R",(ei¢,v) =ei(¢+"'J,v); ei"'EU(I) (5,3) 

(d) left action of SU(2)L X SU(2)R : 

L( g', gJ :(ei¢,v)-+(eitb, g'vg- I ); (5.4) 

(e) diagonal SU(2) subgroup action SU(2)D = (SU(2)L 
®SU(2)R)D: 

Dg :(ei¢,v)-+(ei¢,gvg- I). (5.5) 

Hence, up to a Z2 factor, 0(2)xO(4)- U(I)XSU(2)L 
X SU(2)R' and the orbit of any PoEM under 0(2) X 0(4) corre
sponds to M itself. The two inequivalent homomorphisms A. 
of the 0(2)XO(4) isotropy subgroup Go = SU(2)D into the 
gauge group SU(2) can be chosen as: A. (( g, g)) = e and 
A. '(( g, g)) = g. They induce the respective transformation 
functions p((ei¢ ( g, g)),x) = e andp'((e i

¢ ,( g', g)),x) = g-I, 
where ei</>EU(I), (g', g)ESU(2)L XSU(2)R (see Ref. 3). How
ever, we only need to consider the p' case since the p case is 
equivalent to a trivial representation of D. For any compact 
gauge group H, it is sufficient to treat the group H = SU(2) 
alone since the algebraic constraint (2.6) (the isotropy condi
tion), only involves the isotropy subgroup SU(2)D and its 
image under the homomorphism A.:Go~H. This image will 
either be trivial [i.e., A. (Go) = eCH] or will determine an 
SU(2) subgroup of H. In the latter case, we restrict the given 
representation of H to this SU(2) subgroup and treat each 
irreducible component separately as for the case H = SU(2). 
The resulting invariant field obtained from equation (2.3) 
never mixes these components. 

If we choose a left invariant basis on M [i.e., the 
u(l) EB su(2) algebra] the Jacobian matrix of the 0(2)XO(4) 
action is reduced to SU(2)R action. 3

•
8 Explicitly, the 

0(2) XO(4) transformation:p = L",L (g'.g) Po, leads to theJa
cobian J (x) = A( '¢ ( , I) (x) = AdgESO(3) and the transfor-e , g, g 

mation functionp'-I((ei'" ,( g', g)),x) = gESU(2), which, sub-
stituted into the global in variance condition (2.3), gives 

4p(j./,il(X) = D (j,01( g) ® D *1/,0)( g) ® D i( g)4p(j,j',I,(XO)' 

(5,6) 

where x = I XU (p)) are the local coordinates, Di is an SU(2) 
gauge irreducible representation of "isospin i," and 4p(j,j',il 

the corresponding gauged spinor field. In particular, choos
ing the identity element Po = (l,e) as origin, we obtain the 
isotropy condition 

4p1),j',il(XO) = D 1),01( g) ® D *U,OI( g) ® D i( g) 4p(j,j',il(xo) 

(5,7) 

for every element of Go = SU(2)D = ! ( g, g)ESU(2)L 
X SU(2)R ), Since gESU(2), the unitary transformation 
U = (_01 6)ESU(2) changesD *1/,01 (g) to DU,OI(g), and (5.7) 
takes the form 

4p'(j,j',i){X
O

) = D (j,OJ{ g) ®DU"O)( g) ® Di( g)4p'(j./,i)(X
O

) 

(5,8) 

with the definition 
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(5.9) 

Next, we introduce a basis change which reduces the tensor 
product D (j,OI ® D (f,OI ® D' to SU(2) irreducible parts: 

If/ft·(x) = I .. (JiJ'M'jJiMm") 
M.m,m,m 

X ()j'mm' j )j'JM) If/ ~::!.::l" (x), (5.10) 

where If/ft, (x) are the components of a mixed spin-isospin 
field labelled by the projection of its total spin, - J' <M' <J', 
(JiJ'm'jJiMm") and ()j'mm'j)j'Jm) are the Clebsch-Gor
dan coefficients associated with the transformation and 
-j<m<j, -j'<m'<j', -i<m"<i, -M<J<M.Then 

each irreducible part J' satisfies the modified isotropy condi
tion: 

(5.11 ) 

Since (5.11) is valid for all gESU(2), we have as general solu
tion 

(5.12) 

where aEC (i.e., a total spin scalar). By means of the inverse 
basis change, the gauged spinor field If/ ~(:!.::~" (xo) is recov
ered: 

If/~:;,:::~. (xo) = a( - l)'+m' ()j'i - m" j)j'mm'). (5.13) 

We replace in (5.9) the inverse unitary transformation Ut 

given by 

(5.14) 

and derive the invariant fields If/\}./''I(xo) in terms of only one 
Clebsch-Gordan coefficient and one complex constant a: 

If/(j;,~'!!m' (xo) = a( - 1Y' + m' + 1+ m' (jj'i - m" j )j'm - m'). 
(5.15) 

Once the (jj')-gauged spinor field is known at the refer
ence point XO' we may use the invariance condition (5.6) to 
determine it over M. But expressed in our left-invariant ba
sis, the 0(2) X 0(4) action on the fields corresponds exactly to 
the SU(2)R action leaving If/ UJ'.lI(xo) invariant. Therefore, the 
most general 0(2) X 0(4) invariant gauged spinor field on M 
written in this basis is 

If/;:'~;;:?,m,,(x)=a(-ly'+m'+l+m'<jj'i -m"jjj'm -m'). 

(5.16) 

There is only one arbitrary constant for each irreducible 
SU(2) component. For more general gauge group H, we have 
as many arbitrary constants as there are irreducible compon
ents of the representation obtained by restriction to 
A (SU(2)D)' We can also determine the 0(4)-invariant fields 
immediately considering that 0(4)-SU(2)L XSU(2)R has 
orbits S3CM parametrized by e'iftEU(l)-S Ion a smooth 
section. Thus the most general 0(4)-invariant (jj') spin or 
fields with SU(2) gauge freedom are given by (5.16) with a as 
a complex valued function of the S 1 coordinate ¢. 

We now summarize an alternative derivation of (5.16) 
based upon the infinitesimal invariance condition. In infini
tesimal form, the isotropy condition (5.7) becomes: 

1222 J. Math, Phys" Vol. 24, No, 5, May 1983 

+ I D ' (~ )'T,(j,j','1 0 " "Vk '1' ,,, = , 
" m ,mJ m,m ,m) m, 

(5.17) 

where the (Uk J stand for the Pauli matrices. With U 3, this 
relation simplifies to 

(5.18) 

this allows us to express the gauged spinor field as 

(5.19) 

Hence, using definition (5.19) in Eq. (5.17), there follow two 
recurrence relations: 

a+(j,m - I)IPm-I,m' 

- a-(j',m' + l)IPm,m' + I + a+(i,m' - m)IPm,m' = 0 

and 

a-(j,m + I)IPm + I,m' - a+(j',m' - I)IPm,m' - I 

+ a-(i,m' - m)IPm,m' = 0, 

where 

a ± (j,m)=(j(j + 1) - m(m ± 1W 12, 

which have as solution 

(5.20) 

(5.21) 

(5.22) 

IP . = a( - lY' + 2m' + ,- m(jj'i(m - m')j )j'm - m') 
m.m (5.23) 

if m and m' satisfy the equation(s), m' - m = m" and 
IP ,= 0 otherwise. We verify this solution by inserting 
(5~i3) in (5.20) and (5.21) to derive the recurrence relations of 
the Clebsch-Gordan coefficients. 

To show that this is the unique solution, consider a 
square lattice with perpendicular axis m and m'. We find 
that all the nonzero IPm,m' are located on the lines obeying the 
equation(s): m' - m = m". But, on the lattice, (5.20) and 
(5.21) can also be rewritten as horizontal and vertical recur
rence relations involving three terms each. Setting IPm.m' = 0 
for - j > m > j and - j' > m' > j', the knowledge of one non
zero IPm,m' suffices to determine uniquely all the nonzero 
coefficients in terms of the known nonzero IPm.m' with 
successive uses of the two recurrence relations. The consis
tency of the result obtained from various paths to the same 
point follows from the explicit solution (5.23). Substitution 
of (5.23) in (5.19) again yields (5.15). 

Let us present some specific examples of If/(j.j'.il(X), 

where either j,j' or i equals zero: 

(a) j = 0: If/b~~::2." = aDm·,m, Dj'.i' (5.24) 

(b) j'=O:lf/;:,'.g',?n" =a(-lji+m·Om,_m·Oi,)· (5.25) 

We remark that both cases, (aU = ! and (b))' = !, agree with 
invariant spinors found in Ref. 8. 

(c) I· - O· ,T,UJ'.OI - a( 1)2)>: >: 
- • Y'm,m',O - - Uj,/um,m" (5.26) 

In particular, when i = 0, we may compare with results 
already found in BHPW for vectors and (0,2) tensors. In
deed, since tensors and spinors are related by 

(5.27) 
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we find by a basis change to irreducible spinors that, in 
agreement with BHPW, 

( I-form) A = a J /z(J)~, 

(2-form) F = 0 

(symmetric (0,2) tensor) G = CUJ~ ® UJ~ + .qUJ~ ® UJ~, 

where C = a o + 3a I and D = a J - ao, ao, a I/Z' a I denoting, 
respectively, the constants associated with the nontrivial 
0(2) X 0(4) invariant spinors ljI(o.O), ljI(lI2.1Izl, ljI(I.1l, and 

1 uIt I, the left invariant coframe in M. 
The 0(2)xO(4) invariant spinor fields ljIUJ'.,1 given by 

(5.17) are particularly simple because they are expressed rel
ative to a left-invariant frame on M. To rewrite these fields in 
a Cartesian frame for Minkowski space M, we must make the 
appropriate change of basis. Let i:M c.. M denote the confor
mal immersion of Min M and y = I)"" (i( p)) I the correspond
ing Cartesian coordinates (where defined). Denoting by 
ljI UJ',i)( y) the components of ljI UJ'.i) pulled back to M ex
pressed relative to a Cartesian frame, we have 

ljI(j,j'.!) • (y) = 7/ '" D u.O) (s)D *u,O)(S)ljIU,j'.il (x) 
m,m ,m ~ ,m,rn, m',mj m •• mi.m"" 

m l •rn l 

(5.28) 

where the transformation matrices define (j,j') spinor repre
sentations of the O( 3,1) part of the change of spin or basis 
given by 

s= 
(1 + iyO) + iyJu 

-(1-+-2-' -0 -..:..V--.!.)~-/Z ESL(2,C). 
ly - Y Yv 

(5.29) 

Since i does not preserve the metric gM, there is also a confor
mal factor 7/ defined by 

7= [Y6 +!(1-yvYv f]I/2 (5.30] 

(see Ref. 8). 

VI. SUMMARY 

We have formulated two propositions which enable us 
to deduce rapidly the nonexistence of nonzero invariant (jJ') 
spin or fields with any compact gauge symmetry if the Jaco
bian image of the isotropy subgroup contains certain one
parameter subgroups of 0(3,1) X D. Applying these two pro
positions to the eight maximal noncom pact subgroups of 
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C(3, 1), it follows that only the subgroups 0(3) X 0(2, 1), 
0(2,I)XO(2,1), and S(U(2,I)XU(I)) may lead to nontrivial 
(jJ') spin or fields which respect invariance up to a compact 
gauge transformation and that j + fEZ +. The three conju
gacy classes 0(2)XO(2,2), 0(3,2), and 0(4,1) require strict 
invariance (no gauge factor) andj + fEZ to permit a nontri
vial result. 

On the other hand, we have completely determined the 
0(4) and 0(2) X 0(4) invariant (jJ') gauged spinor fields for 
any compact gauge group. It may be of interest in a further 
study to explicitly determine the permissible nonzero invar
iant spin or fields of the maximal noncom pact subgroups of 
C(3,1), or consider lower-dimensional transformation sub
groups of C(3, 1) with the help of Propositions 1 and 2. A 
possible application of the 0(4) results would be the study of 
invariant solutions of the coupled system of gauge fields with 
field representations of the (jj') type, transforming linearly 
under some compact gauge groups, thus generalizing the 
results of Refs. 7 and 8. 
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The realization of self-dual Yang-Mills fields as nonlinear superpositions of plane waves is treated 
in analogy with electromagnetism. Despite the nonlinear nature of the fields, there is a complete 
correspondence between the two theories. The asymptotic behavior of asymptotically flat fields is 
examined and the plane wave components are shown to decouple on /- and on /+ for such 
fields and to exibit the character of linear fields when viewed as propagating from /- to /+ . 

PACS numbers: 11.15. - q 

1. INTRODUCTION 

The investigation of self-dual Yang-Mills fields as su
perpositions of plane waves is carried out in the following 
sections. 

In Sec. 2 the basic ideas and formats used in Minkowski 
space are introduced with enough detail to allow the reader 
to proceed. Though a well-developed methodology exists for 
further exploitation, only the necessary tools are formulated. 

In Sec. 3 a brief introduction to plane waves in electro
magnetic theory is given, pricipally to illustrate in a known 
area the techniques to follow and to put these results into the 
format used in the rest of the paper. Superposition of plane 
waves is also presented in electromagnetism. 

In Sec. 4 the "gauge freedom" that exists in defining 
plane wave self-dual solutions to the Yang-Mills field equa
tions is carefully discussed as this is crucial to the superposi
tion of such. It turns out that the equivalence class of connec
tions for a single plane wave must be considered in the 
superposition. 

In Sec. 5 the gauge freedom discussed in Sec. 4 is now 
largely fixed when the superposition of self-dual plane waves 
is required to again be self-dual. The condition fixing the 
freedom results in a linear equation giving the representative 
connections from each equivalence class. The remaining 
freedom is then discussed. 

Having found the connection resulting from the super
position of plane waves, in Sec. 6 the curvature form is calcu
lated and is shown to be explicitly self-dual. 

Section 7 concerns asymptotic analysis in electromag
netism and in Sec. 8 a parallel development is given for self
dual Yang-Mills fields. The parallels between the linear and 
nonlinear cases are remarkable. 

In Sec. 9 an example, the field of a single plane wave, is 
presented in some detail and a brief synopsis is given in the 
last section, Sec. 10. 

A main motivation for the consideration of self-dual 
Yang-Mills fields is that a critical analysis of the classical 
solutions of the field equations is a precursor to a quantum 
description. The self-dual and anti-self-dual fields are eigen
states of he Ii city and in an asymptotic quantization scheme, 
it seems reasonable to interpret them as one-particle wave 
functions in the quantum description. 

2. PRELIMINARIES 

The analysis takes place on Minkowski space M and its 
complexification CM or on an open submanifold of each, 

though the distinction is not made here. Minkowskian co
ordinates, xa = [t,x,y,z J, are used in which the line element 
takes the diagonal form, ds2 = (dt )2 - (dx)2 - (dy2) - (dzf, 
On M, the x a are real while on CM the coordinates assume 
complex values. Coordinates ~ = {p,q,r,s J are also used for 
convenience, where the relation between the x a and ~ is giv
en by 

p = t + z, q = x + iy, r = t - z, S = - (x - iy). 

Thus, on real Minkowski space, p and r are real while 
s = - q. The null directions, of which there are an S2,S 
worth, are parametrized by points of the (completed) com
plex plane C, with coordinates given by Greek letters. A null 
one-form, dl (O",u), is given for each point of the sphere, here 
labeled by 0" and u, which is normalized by demanding that it 
be future-pointing and have an inner product with dt of 1. 
Specifically, 

- 1 - - -
1 (0",0")---_ [( 1 + O"O")t + (0" + O")X + i(O" - O"lY 

1 + 0"0" 
+ (1 - O"u)z] 

1 - -
= --_ [p + O"p + O"O"r - O"S ]. 

1 + 0"0" 

Writing dl (O",u) = la (O",u)dxa = la (O",u)d~, using la (O",u) for 
two different sets of objects, the argument (O",u) will some
times be given simply as 0" with its complex conjugate under
stood. Thus la (O",u) will be designated by la (0") at times. Given 
1 (O",u), three other functions are defined l

: 

- - - a -
31 (0",0") =( 1 + 0"0")-1 (0",0") 

aO" 

= _1 __ ( _ up + q + ur + UZs), 
1 + 0"0" 

- - - a -
31 (0",0") = (1 + O"O")--=-I (0",0") 

aO" 

= __ 1 __ ( _ O"p - ~q + O"r - s), 
1 + 0"0" 

(3d + l)/(O",u) = [(1 + O"U)2~ + l]/(O",U) 
aO"aO" 

1 - -
= --_(O"O"p - O"q + r + O"s). 

1 + 0"0" 

Then dl, ddl, dd/, d (3d + 1)1 form a null tetrad at each point 
of M with the first and last forms real and the middle two 
forms complex conjugates of each other. These one-forms 
provide a convenient basis in which to exibit for each 0" a 
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basis for the self-dual and the anti-self-dual two-forms. Spe
cifically, if the duality operator is denoted by * as usual, for 
any 0-

* [dl (0-) 1\ ddl (0-)] = idl (0-) 1\ ddl (0-), 

*[d(dd + 1)/(o-)l\dd/(o-)] = id(dd + 1)/(o-)l\dd/(o-), 

*[dl(o-)I\d(dd + 1)/(0-) - dd/(o-)I\dd/(o-)] 

= i[dl (0-) 1\ d (dd + 1)/ (0-) - ddl (0-) I\ddl (0-)). 

Thus the three two-forms above are self-dual, while their 
complex conjugates are anti-self-dual. The conventions used 
here follow Ref. 2 and thus in the coordinate system x a the 
fundamental four-form is dt 1\ dx 1\ dy 1\ dz. For complex 
Minkowski space CM, the coordinates x a assume complex 
values and the set of null directions at a point isS 2 X S 2 and is 
realized in the above by complexifying the S 2 of real null 
directions; that is, by allowing u and 0- to assume indepen
dent complex values. One, in using this representation, must 
always check that the quantities under consideration are 
well defined and behaved at 0- = 00, which will be the case in 
what follows. Another way of proceeding is to look at the 
quantities involved under an inversion, 0---+1] = 1/0-, since 
these two coordinate neighborhoods cover the sphere. There 
is a well-developed methodology of such and the reader is 
referred to Refs. 1 and 3 for further details. The point to 
make here is that the transformation properties will in gen
eral be those of the spin-weighted functions which are real
ized as sections of generically nontrivial bundles over S 2. The 
operators d and d are maps from sections of a bundle to 
sections of a different bundle.4

•
5 

3. PLANE WAVES IN ELECTROMAGNETISM 

The field of a plane wave in electromagnetic theory in 
Minkowski space propagating in the negative z direction is 
represented by a two-form (or bivector) as 

iI(t + z)d (t - z) 1\ dx + f2(t + z)d (t - z) 1\ dy, 

wheref! andf2 are arbitrary functions describing the ampli
tude and phase profile of the plane wave. The plane wave can 
be decomposed into its self-dual and anti-self-dual parts by 
writing 

~(f! + if2)d (t + z) 1\ d (x - iy) 

+ !(f! - (h)d(t + z)l\d(x + i dy) 

and so the self-dual part is given by 

F = fIt + z)d (t + z) 1\ d (x - iy) 

=~(f! - if2)d (t + z) 1\ d (x - iy), (3.1) 

wherefis a complex-valued function of its argument. Note 
that I (O,u) = t + z,dl (0,0) = x - iy and so 
d (t + z) 1\ d (x - iy) = dl (0,0) 1\ ddl (O,O).lfdesired, the plane 
wave given by (3.1)can be given in terms ofa superposition of 
single frequency plane waves by Fourier analyzing the func
tionf(t + z) but this is not done here for the moment. 

In what follows only self-dual fields will be considered. 
To give the field of an arbitrary plane wave with propagation 
direction determined by (o-,u), consider 

F ~ = all (o-,u),o-,u)dl (o-,u) 1\ ddl (o-,u), (3.2) 

where the "." refers to the derivative of a with respect to its 
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first argument, which is I (o-,u). Thus, for fixed (o-,u) Eq. (3.2) 
describes an arbitrary self-dual plane wave whose propaga
tion direction is given by I (o-,u) and whose amplitude and 
phase profile is given by a. A potential for F ~ is provided by 

r~ = a(l (o-,u),o-,u)ddl (o-,u), (3.3) 

which is defined only up to the addition of a gradient. The 
relation between the connection (potential) and the curva
ture tensor (field) is provided by 

F~ = dr~ - r~ I\r~ (3.4) 

and the free field equations are satisfied, 

dF ~ + [F ~,r~] = 0, (3.5) 

where 

[F~,r~] = F~ 1\ r~ + r~ I\F~. (3.6) 

The quadratic terms in (3.4) and (3.5) vanish identically for 
electromagnetism. Since the curvature F ~ is self-dual and 
satisfies *F~ = iF~, Eq. (3.5) may be written as 

d*F~ + [*F~,r~] =0, (3.7) 

which are the Yang-Mills free field equations. 
The potential r~ in (3.3) is form invariant under a gauge 

transformation that takes a(/ (o-,u),o-,u) 
-a(1 (o-,u),o-,u) + c(o-,u) and use of this condition will be 
helpful later. 

For electromagnetism a general self-dual connection 
and resulting field can be obtained by linear superposition of 
plane waves, one for each propagation direction. The con
nection results from r~ for each GEIC or alternately 
a(l (o-,u),o-,u) on M X S 2 and integrating over the set of propa
gation directions with respect to the correct measure on S 2, 

which is induced by the Minkowski space measure pulled 
back to a section of the null cone at a point consisting of all 
future null displacements normalized with dt to be 1. The 
measure is that of a homogeneous unit two-sphere and is 

dJ1-" = 2. do- 1\ du . (3.8) 
i (I + 0-0-)2 

the surface area of a unit sphere. In usual coordinates on S 2 

dJ1-" = sin2e de d¢. Thus the superposition of the plane 
waves given by a(l (o-,u),o-,u) gives rise to a connection 

r = i a(/ (o-,u)o-,u)ddl (o-,u)dJ1-" 
s' 

and a curvature form 

F = 1,a(1 (o-,u),o-,u)dl (o-,u) 1\ ddl (o-,u)dJ1-,,' 

Again F is uniquely specified and r is defined modulo the 
addition of a gradient. Since each plane wave component is 
self-dual and satisfies the free field equation and the superpo
sition is linear the resulting field is also self-dual and satisfies 
the free field equations. If each plane wave is futher decom
posed into frequency eigenstates, the integral over S 2 would 
be replaced with an integral over S2XR. 
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4. SELF-DUAL YANG-MILLS PLANE WAVES 

The basic setting is a principal fiber bundle over M with 
structure group f§ or an associated vector bundle; the as
sumption will be made that the analysis is done in a principal 
fiber bundle since it can then be carried over to any associat
ed vector bundle. With respect to some section of the bundle, 
(3.2) and (3.3) represent the curvature form and the connec
tion form of a self-dual plane wave where now these forms 
have values in the Lie algebra 9' of f§. Equation (3.4), giving 
the relation between y~ and F ~ as well as the self-dual field 
equations (3.6), remains valid since again the quadratic terms 
are identically zero. It is easy to convince oneself that the 
same superposition as for electromagnetism does not yield a 
self-dual curvature form. The reason for this is due to the 
nonlinearities in the generic Yang-Mills field. It is necessary 
to be more careful in the superposition in order to obtain a 
self-dual curvature form. 

Given y~, F ~ with respect to a section of the bundle and 
G representing a change of section of the bundle, the trans
formed connection y u and curvature Fu are given by 

Yu = dG·G -I + Gy~G-I 
and 

F =GF'G- 1 
u u . 

Instead of using the equivalence classes defined by the above 
relations for y u' [y uJ and for Fu, [Fu], here ~he classes will 
be 1YuJ = (1/41T) [Yu] and 1FuJ = (1/41T) [Fu],where 

1 1 h 

Yu = 41T (dG.G -I + Gy~G -I) = 41T Yu (4.1) 

and 

F = _1_ (GF' G -I) = _1_ F . 
u 41T u 41T u 

(4.2) 

This is done because the connections will be integrated on a 
two-sphere with measure given by (3.8) and with total area 
41T(i.e., not 1) and to agree with previous work. 1 Alternately, 
the surface area can be normalized to one or the defining 
relations for the field may be taken to be 

F= dy- _I_yAy 
41T 

and then the Bianchi identities are 

dF + _1_ [F,y) = O. 
41T 

The function G is a function of 1 Xa,CT,o- J and has values in the 
Lie group f§. It is necessary to consider, instead of(1/41T)Y~ 
and (1/ 41T)F ~, the entire equivalence class of connection 
forms and associated curvature forms, 1 y uland 1 F u J , 
where the equivalence relation is defined by (4.1) and (4.2). 
Next consider the question: Given a(/ (CT,o-),CT,o-), is it possible 
to pick from each equivalence class of connections, {y u J, a 
representative so that the superposition of these representa
tives defines the connection of a self-dual curvature form? In 
the abelian case such care is irrelevent and the answer is 
always yes. Of course, if possible, the resulting connection 
and curvature, y and F, will not be unique but only up to the 
equivalence. 
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y--dA.A -I +AyA- 1 (4.3) 

and 

F-AFA -I (4.4) 

where A is a f§ -valued function on M. 
To digress and generalize, consider equivalence classes 

of plane wave connections and curvature forms, {y u J and 
1 Fu J, and suppose for each CT these satisfy some set of equa
tions invariant under the equivalence relation (e.g., self-dual 
Yang-Mills', anti-self-dual Yang-Mills', Yang-Mills', Ricci 
tensor zero if the bundle is the bundle of frames, etc.). Then 
ask for a representative from each equivalence class, y u and 
Fu, so that the superposition of these representatives again 
satisfies the same set of equations. The resulting connection 
and curvature forms are 

y= fyu df..lu, 

F=dy-yAy= f(dYu -YuAYu)df..lu 

- f f YA A Ya(b (..1.,CT) - l)df..lA df..la 

= f Fadf..la - f f YA AYa(b(..1.,CT) - l)df..lA df..la· 

In the case at hand, Y and F should satisfy the self-dual 
Yang-Mills field equations. 

5. SUPERPOSITION OF SELF-DUAL PLANE WAVES 

Given a connection yand the corresponding curvature 
F, the pair satisfies the free field equation (3.7) automatically 
if F is self-dual since then the field equations are simply the 
Bianchi identities (3.6). So one only here requires that Fbe. 
self-dual. The condition thatFis self-dual is equivalent to the 
statement that the pullback of F to any tangential anti-self
dual two surface of M-CM is zero or that the connection y 
pulled back to any such surface is trivial (a connection with 
zero curvature). This last condition is the most useful one in 
the present analysis. 

In CM the anti-self-dual two-planes (the points of pro
jective twistor space) are given by the integral submanifolds 
of the distributions df (A.): ) A dlJl (A.): ), where ..1.EC is a con
stant. The sub manifolds are given by l (A.): ) = C 1 and 
of (A.): ) = C2, where C 1 and C2 are two (complex) constants. 
Those with C 1 real intersect M in a null line. Here consider 
the tangent space to such a two-plane in CM at a point of M. 
Let any of the two-planes labelled by A. be given by the injec
tion map 

iA:C2_CM. 

Denote the induced map on forms from CM to C2 (pullback 
offormson CM to ( 2

) by i! as usual. Sincedl (CT,o-) Addl (CT,o-) 
is a self-dual two-form on CM, it pulls-back via i! to zero. 

i!(dl (CT,o-) A ddl (CT,o-))=i!dl (CT,o-) A i!ddl (CT,o-) = O. 

Thus the two one-forms on C2
, iNI (CT,o-) and i!ddl (CT,o-), are 

proportional. The factor of proportionality is required and 
will be a function of (A.): ) and (CT,a). Since the two-plane as 
imbedded in CM is given by l (A.): ) = C 1, l (A.): ) = C2 , the 
equations 
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p -As = C3, 

q +Ar= C4 

are easily obtained and thus one may take rand s as coordi
nates on the imbedded submanifold (unless A = 0). Then cal
culatingdl (O',u) andddl (O',u) and lookingati! of these results 
in 

i!dl (O',u) = (A _ U)( ds - O'~r ), 
1 + 0'0' 

- - ( ds - O'dr ) il'ddl (O',u) = - (1 + 0'..1. ) • 
1 + 0'0' 

Thus 

l!d61 (O',u) = - 41TL (A.,O')il'd1 (O',u), 

where 

- _ 1 1 + O'A 
L (A.,O')=L (A.,A.;O',O')=- -=----=- . 

41T A. - 0' 

(5.1) 

(5.2) 

The two point function on the sphere is a singular operator6 

in the sense that 

d).L (..1.,0') (1 + A.A) ~ L (..1.,0') = 8(..1.,0'), (5.3) 

that is, 

1,L (A.,O')f(O')dJl" = 9'(..1. ), 

where 

d).9'(A.) =f(A.)· 

Also 9'(..1. ) is orthogonal to the kernel of d)., or 

( 9'(..1. )dJl). = ( L (A.,O')dJl). = O. JS2 JS2 (5.4) 

Now consider i!y, where now the coordinatesxa are taken to 
be real so that the (;2 is examined tangentially to M __ CM. 

Then 

.• '.J d l).y=l). YeT Jl" 

= I! _1_ JdG.G -I(O',U) + Gad6lG -1(O',u)dJl" 
41T 

= i!J_l- dG·G -I(O',U) - G da G - I(O',u)L (A.,O')dJl" 
41T 

(5.5) 

using (5.1) and the fact that all (O',u),O',u)dl (O',u) 
= da(l (O',u),O',u). Triviality of the connection on tangential 

anti-self-dual two-planes thus demands that I!y be equiva
lent to a zero connection or that there exist for each A. a 
section of the bundle, H (xa,A. ), such that 

(5.6) 

Thus dH·H -1(xa,A. ) represents a trivial connection for each 
A. which pulls back via I! to i!y, which is just (5.5). Now 
using (5.5), 

··dHH -I - '*J 1 dG G -I( -) I).' - I). 41T . 0',0' 

- G da G -1(O',u)L (..1.,0') dJl" (5.7) 

results and since this holds for all x a and A., 
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dH-H -I(X,A. ) = J_l- dG·G -I(O',U) 
41T 

- G da G -1(O',u)L (..1.,0') dJl,,' (5.8) 

Because of (5.4) and (5.3) H satisfies 

and 

J dH-H -I(A.,A )dJl). = J dG·G -1(O',u)dJl" (5.9) 

d).dH-H -I(A.,A )=(1 +A.A) ~dH.H -I(A.,A) 
aA. 

= -GdaG-I(A.,A), (5.10) 

suppressing the coordinate dependence in Mviaxa
• For (5.9) 

integrate (5.8) with respect to dJl). and remember that SdJl). 
= 41T. Now multiplying (5.10) on the left by H -I and on the 
rightH, 

d(H-IdH)= -HG-ldaG-W= -KdaK- I 

(5.11) 
results where K H -IG. The quantity K da K -I is thus 
exact, since the left-hand side is exact, and proportional to 
dl (A.,A ) so there exists a9'-valuedfunction b (l (A.,A ),A.,A )such 
that 

or 

db =K daK- I. 

Thus 

d(H-IdH) = -db 

H-IdH = - b + e(A.,A), 

where de = O. Since e is irrelevent to y or F, set it equal to 
zero and 

H-IdH+b=O 

Now the connection can be written as 

y = _1_JdG.G -I + GaG -ld61 (O',u)dJl" 
41T 

= _1_JdH-H -I + H (dK.K- I 
41T 
+ KaK -ld61 )H - I(O',u)dJl" 

since 

dG·G- I =d(HK)-(HK)-1 

= (dH-K +H dK)(K-IH- I) 

=dH·H- I +HdK·K-IH- I 

and using (5.9), 

J H dK·K -IH -1(O',u)dJl" = O. 

(5.12) 

Thus K (xa,O',u) represents a change of sections for the plane 
wave components and the plane wave connections change 
from 

ad61-dK.K -I + KadlK - I. 

Given the particular gauge conditions that result in addl, 
this freedom can be largely eliminated (remembering 
K da K -I is exact) and one can take K = I, the identity ele
ment of Y. Doing that, 

G -ldG + a = 0 (5.13) 
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results. A solution to (5.13) represents a choice of represent a
tives from each equivalence class [y u J for given plane wave 
data, a(1 (u,u),u,u), so that the (nonlinear) superposition of 
these representatives is again the connection of a self-dual 
curvature form. Note that the solutions of (5.13) are not 
unique but defined only up to 

G-AG, 

where A is a section of the bundle over M, and that this is 
precisely the equivalence class containing y and Fby (4.2) 
and (4.4). 

Assuming that one has solved the linear equation (5.13) 
then 

y = _l_JdG.G -I + Ga dd IG -I(u,u)dfiu (5.14) 
41T 

and the only part of the integrand that contributes to the 
integral is the oY oo(u,u) part in a spherical harmonic decom
position. It is possible to isolate this part of the integrand 
and, in fact, 

y = dG·G -I + lJuh dl (u,u) - h dlJul (u,u), 

where h =d(dG.G -I )·dl (u,u), and this expression for y is in
dependent of the (u,u). This is the expression given by New
man 1.7 and ties the present work to his previous work. The 
point here to be made is that the elements, a and G, entering 
into the field can be identified with plane wave decomposi
tion of the field and a choice of representative for each plane 
wave component. All the analysis can be done locally and 
will necessarily be done in this manner if the bundle is not 
trivial on all of M. 

6. THE CURVATURE FORM 

It is possible to determine the curvature form and expli
citly exhibit its self-dual character. Given the connection y 
from (5.14), 

dy = _l_J - dG 1\ dG - I + (dGaG - I 

41T 
+ GaG -Idl + GadG -I) 1\ ddl dfi 

= _l_JdG.G -I 1\ dG.G - I + (dG.G - IGaG - I 
41T 
+ GaG -Idl_ GaG -ldG·G -I) I\ddl dfi, (6.1) 

since dG·G - I + GdG - I = 0 and the variables have been 
suppressed. The other term in F is y 1\ y, which is given by 

yl\ Y = ( 4~ YJ J dG·G -1(1J)l\dG.G -I(P) 

+ dG·G -1(1J) 1\ GaG -1(P)ddl (P) 

+ GaG -1(P)ddl (P) 1\ dG·G -1(1J} 

+ GaG -Iddl (1J) 1\ GaG -Iddl (P) dfi'l dfip· 
(6.2) 

The first term in dyand the first term in y 1\ Y combine to 
yield 

4~ J J dG·G -1(1J} I\dG·G -I(p{ {j (1J,p) - 4~ )dfi'l dfip· 

(6.3) 

But in a spherical harmonic decomposition {j (1J,p) 

- (l/41T) = .Ii>o.mOYlm('1loYlm('11 and since 

dG·G -1(1J} = J_1- dG·G -I(U) - G da G -1(u)L (1J,u}dfiu' 
41T 

(6.4) 

where the first term on the right-hand side is spanned by 
oY 00(1J) and the second term by oYlm (1J) for i> 0, 

J dG·G -1(1J{ {j(1J,p} - 4~ )dfi'l 

= - J G da G -1(u}L (P,u}dfiu, 

and thus (6.3) can be written as 

- 4~ J J G da G -1(1J}l\dG·G -1(p)L (P,1J}dfi'l dfip' 

but L (P,1J) as a function of p is orthogonal to oY 00(P) and so 
the same procedure on the term dG·G -I(P} yields for (6.3) 

4~ J J J G da G -1(1J} 1\ G da G -I(P) 

xL (u,1J}L (u,p)dfi'l dfip dfiu' 

Integrating this expression with respect to u first, 

J L (u,1J}L (u,p}dfiu 

must be evaluated. 

= ~(_1_ )2J1 + 1Ju 1 + pu dudu 
i 41T u - ii u - p (I + UU)2 

= _ ~(_1_)2,( (1 + 1Ju )(l + pu) du, 
i 41T :r (U - ii)(u - p}U( 1 + uu) 

where the integration !p is on contours around each pole of 
the integrand (by Stoke's theorem). Evaluating the residues 
yields 

__ I_1J-p 

41T ii - P 
and thus (6.3) becomes 

_ (_1_ )2fJG da G -1(1J) 1\ G da G -I(P)~ - ~ dfi'l dfip· 
~ 1J-p 

For the second and fourth terms in dy in (6.1) substitute for 
dG.G -I the right-hand side of (6.4). Two terms of the form 

( 4~ Y J J dG·G -I(U) 1\ GaG -Iddl (1J) - GaG -1(1J}dG·G -I(U) 1\ ddl (1J}dfi'l dfiu 

cancel like terms in y 1\ Y in Eq. (6.2). Thus an expression for F = dy - Y 1\ Y is obtained which is 
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F = 4~J GaG -1(1])dll\ ddl (1])dP7I + 4~J J GaG -1(1])GaG -I(U)[ - L (u,1])dl (1]) 1\ ddl (u) 

+ L (1],ujdl (u) I\ddl (1]) - ~dl (1]) I\ddl (u) - _1_ "!. - c:.dl (1]) I\dl (U)]dP7Idp(7' 
41T 41T 1] - u 

The term in brackets can be evaluated without difficulty as 

_1_ [ - 2dp 1\ ds + 2(1] + u)(dp 1\ d~ - dq 1\ ds) + 21]udq 1\ dr ]. 
~ 1]-u 

Each term in F is explicitly self-dual and thus F is explicitly self-dual. The integrand in the double integral is skew-symmetric 
in 1] and u so GaG -1(1])GaG -I(U) can be replaced by the commutator of the two terms and 

F= 4~ J GaG -ldll\ddl(u)dp(7 + (4~ YJ J [GaG -1(1]),GaG -I(U)] 

{ 
- dp 1\ ds + (1] + u)(dp 1\ dr - dq 1\ ds) + 1]udq 1\ dr }d d x P 7I p(7' 

1]-U 
(6.5) 

The double integral vanishes identically for abelian 
groups and is nonsingular in general despite the appearance 
of the term ~ - u in the denominator. The commutator is 
skew-symmetric in 1] and u (and thus zero when 1] = u), has 
spin-weight 1 in each variable, and thus must have a factor of 
~ - u cancelling the like term in the denominator and yield
ing a nonsingular integrand. 

7. ASYMPTOTIC ANALYSIS IN ELECTROMAGNETIC 
THEORY 

Given connection and curvature forms in electromag
netic theory, in order to look at the asymptotic behavior, it 
suffices to examine a single plane wave and then the general 
follows by linear superposition. The asymptotic analysis re
ferred to is with respect to future (past) null infinity, 
f+ (f-). A coordinate system for M is used which is adapt
ed to such analysis. The coordinates used are designated by 
(u,r,1],~) and are related to !xQ} by the equation 

1 (bi ) = u + r (; - 1])(; - ~) . 
(1 + ;;)(1 + 1]1]) 

The coordinates (u,r,1],~) are advanced null polar coordi
nates and f+ is given by r = 00, which then has coordinates 
(u,1],~). A single plane wave given by (3.3), 

r~ = a(1 (u,u),u,ujddl (u,u), 

is given in null polar coordinates by 

, _ . (/( ) ){d (1 + ~u)(u -1]) r (7 - a u ,u r -
(1 + 1]1])( 1 + uu) 

[ 
(1 + ~ufd1] (u - 1])2d~ ]} +r - + _ . 

(1 + uu)( 1 + 1]1])2 (1 + uu)( 1 + 1]1])2 
(7.1) 

In particular for 1] = u 

, . ( ) r du r(7 = -au---_, 
1 + uu 

(7.2) 

F ' _ "( )du I\rdu (7--au . 
1 + uu 

(7.3) 

If a-+O as its argument ~ + 00 in any manner, then r~-+O 
as r~oo if 1] =Fu. To investigate the asymptotic behavior 
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more closely, consider the Minkowskian product of r~ and 
its complex conjugate, denoted by (r~,r~). Remembering 
that r d1]/1 + 1]~ is a complex unit null form, that is, 

( 
r d1] r d~ ) _ 1 

1 + 1]1]' 1 + 1]1] - , 

as r~ 00 with the above growth condition. Provided that a 
stronger condition is imposed, 

then 

a(z)_z-I-E, €>Oasz~+ 00, 

- {O (ry~,ry~)~ 00 
1]=F U 

asr~+ 00. 
1]=U 

(7.4) 

The asymptotic limit of ry~ defines the connection on f+ in 
the usual formulation of asymptotic limits. From (7.4) it is 
clear that ry~ has an asymptotic limit that has singular sup
port on a generator of f+ labelled by 1] = u. Thus the 
asymptotic limit of the connection gives rise to a distribu
tional connection on f+. Thus the asymptotic limit must be 
interpreted in terms of integrals over the generators of f+. 

In (7.1) the coefficient of ' 

dr is -(1 + ~u)(1 + 1]~) 
- a,1] r(1 + 1]u) , 

of 

and of 

- -U-1] 
d1] is - a,1]----. 

1 + 1]u 
Thus 

r~ = -(1 + ~u)(1 + 1]~)d - a,1] - r 
r(l + 1]u) 

1 + ~u - u - 1] -+ a,1] d1] - a,1] -d1]. 
u - 1] 1 + 1]u 

(7.5) 

Given the limiting connection from (7.2), the idea is to inte
grate the one-form r~ over a two-sphere given by r,u con
stant and so consider 
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i r~ 1\ d7j = fa,1] 1_ + 7j~ d1] 1\ d7j 
".r cons! U - 1] 

= J d (a ~ ~ 7j; d7j ) 

= + 21Tia(u)(1 + ua). (7.6) 

There is another pole at 1] = 00 but with the growth condi
tions on a this contribution has a zero limit as r-oo. Note, 
however, that the expression in (7.6) is independent of the 
value of r. Also 

( . 1 + ua J. con..r~d1] = - 2ma(u + r) ~ (7.7) 

and this has a zero limit as r-oo. Thus only (7.6) has a non
zero asymptotic limit which has support on one generator of 
f+ and putting the correct measure on the two-sphere 

Jr~ I\d1] = fa,1] 1_ + 7j~ ~ (1 + 1]7j)2dIL.", 
u-1] 2 

the asymptotic limit of r~ as r_ 00 is 

du 
- 41Ta(u) --_ 8(1];u). 

1 + uu 
(7.8) 

Again the behavior of a with respect to its argument is given 
by 

a(z)_z-E as z- + 00. (7.9) 

Assuming that all (u,a),u,a) satisfies (7.9) for all (u,a) 
with respect to its first argument, the general case follows by 
linearity of the superposition. The connection is given by 

r = f r~dILa = f a(l (u,lT),u,lTjdd(u,lT)d,u" 

and has an asymptotic limit and defines a connection on f + 

which at the point (u,1],~) has the form 

- d1] 
- 41Ta(u,1],1]) . 

1 + 1]1] 

The asymptotic curvature at the same point is 

. - du I\d1] 
- 41Ta(u,1],1]) . 

1 + 1]1] 

The asymptotic condition (7.9) ensures that the plane wave 
components decouple asymptotically and is consistent with 
other estimations of the asymptotic behavior. 1 

8. ASYMPTOTIC ANALYSIS OF SELF-DUAL YANG
MILLS FIELDS 

Given the asymptotic analysis of electromagnetic the
ory in Sec. 7 the correct choice of G, since it is defined only up 
to G-A G, will lead to similar results for the self-dual Yang
Mills connections and fields. The function a will again be 
assumed to have the behavior given in (7.9) with respect to its 
first argument and Eq. (5.13), giving the relationship 
between a and G, will be written in integral form as 

G (u,r,1],~;{;,t;) = 1- f G (u,r,1],~;u'lT)a( u + r 

X (1] - u)(~ - lT~ ,U,lT)L ({;,u)d,ua' (8.1) 
(1 + 1]1])(1 + uu) 

In writing (5.13) as the integral equation given in (8.1) a parti-
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cular choice has been made to fix the freedom given by A at 
the beginning of this paragraph, namely the 0 Y 00 part of Gis 
I. Examining the limiting solution to (8.1) for fixed U,1],~ as 
r_ 00, the function a in the integrand has the behavior 

a-{O _ u=/=1] 
a(u,1],1]) u = 1] 

and thus as an integrable function has support on a set of 
measure zero. The limit of Gas r- 00 is I and so 

ra = _1_[dG.G -I + GaddlG -I]~ddl. 
41T 41T 

As for the electromagnetic field, the asymptotic connection 
onf+ is 

- d~ - a( u, 1],1] )---'-,=-
1 + 1]1] 

(8.2) 

and on the asymptotic field is 

.( -)dul\d1] - a u,1]1] . 
1 + 1]1] 

(8.3) 

The connection on f+ given by (8.2) is with respect to a 
section of the bundle that is parallelly propagated along the 
generators of f+ [these are given by (1],~) constant] and 
such a section is specified by giving it on one cut of f+, then 
the requirement of parallel propagation will define the sec
tion over all of f+ . It is possible to start with a section at the 
point I + (or I +) and parallelly propagate this section along 
the generators of f + to obtain a section of the bundle over 
f + with only the ambiguity of the choice of an element of 
the bundle in the fiber above a single point. This ambiguity is 
that which appeared in Sec. (5), where the b = kak -I repre
sented the freedom in the plane wave data in the superposi
tion. This represents an asymptotic change of section and 
changes the field on f+ given in (8.3) by 

.( -)dul\d1] k'k- I( -)dul\d1] - a u,1],1] ) - a u,1],1] . 
1 + 1]1] 1 + 1]1] 

Since a(u,1],~) represents free data for a self-dual solu
tion to the Yang-Mills free field equations, it is possible to 
define the sum of two such fields (each being asymptotically 
flat). In order to remove the ambiguity above, choose a point 
in the fiber over I +, say, and use the data that results from 
parallelly propagating each set of free data along the genera
tors of f+, as discussed above, and then add the resulting 
free data. The decomposition of the field into positive and 
negative frequency components can likewise be carried out 
by Fourier-analyzing the free data on the generators of f+. 

Another feature, first exibited by Newman,1 is that de
spite the nonlinearities of the field equations and of the rela
tion between the connection and curvature forms, the as
ymptotically flat fields have the property that when viewed 
as propagating from f - to f + they behave like linear fields 
(e.g., electromagnetism). This is clearly and easily exibited 
since in this section, the asymptotic form of G is the identity I 
whether on f- or f+. Use retarded null polar coordinates 
(v,r,1],~) related to the advanced null polar coordinates 
(u,r,1],7j) of Sec. 7 by v = u + r. Now examining integral ex
pressions like (7.6) and (7.7), where the integrals are over 
two-spheres v,r constant, the expression like (7.6) vanishes 
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and the expression like (7.7) gives a nonzero asymptotic limit 
for the connection at (v,1],~), 

+ 41Ta(v) b 1],1]; - -=-, - - , da (- 1 1 ) 
1 +aa a a 

for a single plane wave and for a general asymptotically flat 
solution the connection on f- at the point (v,1],~) has the 
form 

_ 41T~(V' -1.., _ ~ ) d~ . 
17 1] 1] 1 + 1]1] 

But the map on S 2 from the point labelled by a to the point 
labelled by - 1/a- is the antipodal map and thus even for 
asymptotically flat Yang-Mills fields this linearity ofbehav
ior between the data on f - and the data on f + is exibited, 
where the connection on f- at (v,1],~) is 

-~(v, - ~, - ~) 1 ~~1]1]' 
9. AN EXAMPLE 

The simplist example of a self-dual field in the present 
context would be a single plane wave. Take for the plane 
wave 

r~ = all (a,a-),a,a-)dal (a,a-), (9.1) 

where as before a specifies the propagation direction. Then 
the equation for G is 

G - 10; G (xa,;.t ) + all (a,a-),a,a-)b{;.t;a,a-) = O. (9.2) 

This has a solution 

G (xa ,;,; ) = e - aL is.O") (9.3) 

as can be verified by writing G as a power series and inserting 
it into (9.2). Thus 

r = -l-fdG.G -I + Gr~ G -l(Xa,;l,;i )d.u'! 
41T 

= _1_JdG.G - 1 + G (xa,;l ) 
41T 

X [a(l (a,a-),a,a-)dol (A,;i )b(A,a)] G -1(Xa,;l,;i )d.u'!, (9.4) 

Evaluating the integrals in (9.4) involves for the first term 
evaluating 

f L n(A,a)d.uO" 

for n = 1,2 .. ·. Using Stoke's theorem, these can be shown to 
all be zero. For n = 1 this has been discussed previously and 
for n = 2, the following exhibits the general pattern: 

f
L 2(A,a)d.u'! = (_I_)2~f(l_ + A~)2 dAndA 

41T i A - a (1 + AA )2 

( 
1 )2 2 j (1 + Aa)2 dA 

- 41T iT + A - a)2 A (1 + AA ) 

_ (_1_)2~( _ 21Ti)[2- + 2~ _ c: _ (1 + aa-)] = O. 
41T I ~ a a if 

The first term in the brackets comes from the residue at 
A = 0 while the remaining terms come from the residue at 
A = a-. Thus the first term in the integral is zero. The second 
term involves 
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J L n(A,a)8(A,a)dal (A,A )d.u'! 

for n = 0,1,2, .. ·. These all vanish with the exception of the 
term with n = O. The reason is that for n > 0, the evaluation 
of the integral gives an + 1 f (a,a-), which vanishes for n > O. 
Thus the connection given by (9.4) is just (l/41T)r~ of (9.1) 
despite the complicated nature of G given by (9.3). 

This calculation also lends insight into the asymptotic 
behavior of G in Sec. 8 since the only difference between the 
asymptotic behavior of "a" in that section and here is that in 
Sec. 8 a has nonsingular support on the sphere and in this 
section has singular support on the sphere but in each case 
support on the same measure-zero set. In the first instance 
G = I results and here G is given by (9.3). 

10. DISCUSSION 

Self-dual solutions to the Yang-Mills free field equa
tions have been constructed in terms of nonlinear superposi
tions of plane waves. Given the plane wave data, a Lie alge
bra valued function of three variables, the superposition is 
mediated via the solution of a linear equation which estab
lishes the correct representation for each of the plane wave 
components. The superposition is achieved by integrating 
over the two-sphere of propagation directions and the self
duality of the resulting curvature form is verified by explicit
ly exibiting that feature. The conditions for the resulting 
field to be asymptotically flat are established and the asymp
totic connection and curvature are given on f+ and f-. 

The linear relationship between the fields on f - and on f + 

is observed easily. Finally, an example of the procedure is 
worked out in some detail: that of a single plane wave. 

In conclusion, in another paper the precise mathemat
ical context for the formulation of plane waves and superpo
sition will be given. That formulation is largely ignored in 
the present paper as the present work is rather complete as 
presented and involves few ideas of a highly technical nature. 
The appropriate mathematical context involves ideas from 
twistor theory and deals with extensions of Atiyah and 
Ward's work7 on the self-dual fields. 

A similar, but more complicated, version of the meth
ods herein employed yields formulation of the (not necessar
ily self-dual) Yang-Mills fields but the description of the 
satisfaction of the free field equations is considerably more 
awkward. On the other hand a version of this work exists for 
the self-dual nonlinear graviton. 8 The results in that context 
parallel very closely those given in the present context. 

Finally, it is hoped that analysis of nonlinear fields in 
the familiar context of "superposition" of plane waves or in 
terms of momentum eigenstates will lead to a better method
ology for quantization, at least for asymptotic quantization, 
and anS-matrix formulation of interactions between nonlin
ear fields. 
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Self-dual Yang-Mills fields are realized as a superposition, but in a nonlinear context, of plane 
wave fields. The mathematical analysis of such superposition (and the inverse problem of 
decomposition) is given in terms of connections on the prime spin bundle over Minkowski space
time. This view leads naturally to the twistor construction for such fields given by Ward as well as 
a CR version of this construction. 

PACS numbers: 11.15. - q 

I. INTRODUCTION 

Given a self-dual connection on a principal bundle over 
Minkowski space-time, this connection is treated as a distri
butional connection over the prime spin bundle in Sec. II. 
The problem of the (nonlinear) superposition of such connec· 
tions to yield a self-dual curvature tensor is then discussed, 
and it is found that in the appropriate context such a super
position is possible for general self-dual plane wave connec
tions. The inverse problem of decomposing a self-dual con
nection into self-dual plane wave connections is considered 
in Sec. III. Arguments are produced which demonstrate that 
such a decomposition is possible in quite general circum
stances, at least for the radiative portions of the fields. An 
interpretation of the construction in terms of twistor con
cepts and CR structures is given in Sec. IV, and this ties the 
present work in with the previous work of Ward on this 
topic. A less mathematical treatment of some aspects of this 
superposition is given in Ref. 1. 

II. SUPERPOSITION OF PLANE WAVES 

Consider the following spaces and coordinate systems 
used in defining the relations between the spaces, 

M: Minkowski space-time with standard Minkowskian 
coordinates x a of real dimension four and signature - 2. 

P': the projective prime spin bundle over M with coordi
nates (xa

, [1T A' ]) of real dimension six. This is a bundle over 
M with fibers pc} -::::;S 2 and [1T A' ] denotes the equivalence 
class of primed spinors where the equivalence relation is 

flA' -1TA, if AEe·, flA' =A1TA,· 

PN: the space of null geodesics in M with coordinates 
[(xa, [1T A' ])] of real dimension five. Here iN denotes 
PN - I (null projective twistor space PN minus the line at 
infinity I) and [(xa, [1T A' ])] is the equivalence class of points 
of P', where the equivalence relation is 

(ya,[flA' ])-(Xa,[1TA,]) 

if [flA' ] = [1TA' ] and /3E R so thatyAA' - XAA ' = /31i A1T A " 
where y AA ' and XAA ' denote the spinor transform ofya and xa, 
respectively. P' is a bundle over PN with fiber R I. 

NH: the space of null hyperplanes in M with coordi
nates I(xa, [ 1T A' ]) J of real dimension three. [(xa, [ 1T A' ]) J 
denotes the equivalence class of points of P', where the equiv
alence relation is 

(ya'[flA' ])-(Xa,[1TA,]) 

if [flA'] = [1TA,] and (yAA' - ~A')1iA1TA' = O.PNisabun
dIe over Nil with fibers R 2 and P' is a bundle over Nfl with 
fibers R 3. NH can be identified with f+ or with f-, the 
two components of the null cone of the point at infinity in a 
conformal completion of M. All the above spaces can be 
defined for the conformal completion of M if desired; how
ever, additional structures on these spaces will have to be 
examined for extendability. Insofar as M is concerned, all 
these constructions are local. For the complexification, eM, 
of M like structures exist and will be used at a later stage of 
this paper. 

Schematically, the following diagram is obtained, 

M-P'-PN-NH. 

Consider now a principal fiber bundle B Mover M (though an 
associated vector bundle could also be considered), and de
note its Lie group by @ and the corresponding Lie algebra by 
g. Then the map P' -M induces a bundle B p' over P' (the 
pullback of the bundle B M-M under P '_M), which is tri
vial over the fibers of P '_M. Since the fibers of P' -PN are 
R I, the bundle B ~s trivial over these fibers and a bundle 
Em results over PN. Thus 

BM-Bp,-Bm 

--M_P'_PN 

is obtained. The bundle P '-M possesses canonical sections 
labeled by [1TA' ], which form a foliation of P'_M, 

S[ 1TA,(M-P', 

S[1TA 'j(xa) = (xa, [1TA' ]). 

These sections are formed from horizontal lifts of curves 
using the spin connection induced from the Minkowskian 
connection. 

Consider a distributional connection on B p' represent
ed with respect to some section u:P '-B p' as 
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where i1 denotes the derivative of a with respect to its argu
ment anda has values in g. t AA ' = (I )AA', whenIis the identi
ty matrix. Then consider S ra

A 
' 1 Y u' a connection on B M since 

SI "A' 1 is a section of P' ----+M so the section u of B p' ----+P , pulls 
back via S[ aA' 1 to a section of B M-M. Then 

( 
AA'- ) _ * _. x a A a A ' - C - d BB' 

Y - s[aA' ]Yu - a AA ,_ aBt B,aC x , 
t aAaA, 

which represents a connection on B M with self-dual curva
ture form, a plane wave with propagation direction deter
mined by a A a A '. The curvature form 

F= dy- y/\y 

is given by 

F= ii(x:::~AaA')aAaBEA'B' dXAA ' /\dX BB ' 
t aAaA, 

since the quadratic terms in Fvanish identically. In other 
words, plane wave self-dual Yang-Mills fields on M are con
sidered as distributional fields on P'. The aim is to exhibit 
more general fields on M, and the plane wave fields will be 
used as the basic components in this representation, just as in 
the case of electromagnetism which is the simplest Yang
Mills field. 

Suppose with respect to a section u of B p' ----+ P' a con
nection is given on P " 

yu(xa
, [1TA' ]) = i1(~A '1TA1TA ,,1TA ,1TA,) 

X 1TB!cB,1Tc dXBB ' t DD '1TD1TD' , (2.1) 

where a is a function on P' homogeneous of degree ( - 2,0) in 
(1TA ,1TA,) and i1 denotes the derivative of a with respect to its 
first argument, ~A '1T A 1T A" Then i1 is of homogenity degree 
( - 3, - 1) in (1T A' 1T A' ), and the entire expression is of degree 
(0,0) in (1T A ,1T A') and thus defined on P'. For the moment a 
will be taken to be C 00 with respect to its arguments on P' or 
a part of P , that is the pullback of an open subset of M under 
the map P' ----+M. The function a could be taken to be distribu
tional valued on the fibers, but C 00 is easier to deal with. 
Note that entire fibers are used. This connection pulls back 
via S[aA'] to a plane wave connection on M with propaga
tion direction determined by a A a A' and phase and ampli
tude profile given by the function a and its derivatives evalu
ated for 1T A' = a A' • It is desired to construct a self-dual field 
on M from the plane wave components. While in electro
magnetism (or whenever the group ® is abelian) it is possible 
to "sum" the individual plane wave connections, in the gen
eral nonabelian case this naive procedure doesn't produce a 
self-dual curvature form. But proceeding more carefully, the 
same type of superposition is, in fact, possible and will result 
in a self-dual field on M. 

Given the section u ofBp'-P' and the connection Yu on 
P " note that the lift of a curve in P' to a curve in u(P') is 
horizontal if the tangent vector to the lifted curve is annihi
lated by 1T B t C B' 1T C dXBB ' at the point in the fiber over 
(XU, [1TA' ]). Thus in particular the lifts ofthefibersofP'-&? 
are horizontal. Since u is horizontal on the fibers of P' _PN, 
the bundle B p' -P, canonically induces a bundle B FN----+PN. 
Tangentially, for M-CM, the anti-self-duaI2-planes (a
planes) are horizontaL Here CM denotes complex Min
kowski space-time. 
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Given a section of B M----+M, s:M----+B M' a section s' of 
Bp'----+P', s':P '-Bp' is induced via the commutative diagram: 

fM
-

Bp
' ,l !~' M+---l 

Let G represent the ®-valued function on P' taking the sec
tion u to the section s' in B p' -P '. With respect to the section 
s', the connection form on P' has the representation 

y' = DG.G - 1 + GyG - I, 

where D denotes the exterior derivative operator on P'. Giv
en the section s of B M-M and the induced section s' of 
Bp ' -P', how is the section u of Bp ' _P' chosen (alternately, 
how is G chosen) so that the fiber integral of y' over the fibers 
of P' ----+M with respect to the normalized measures on the 
fibers is the connection of a self-dual curvature form 
(y' = self-dual connection) defined on M? That is, it is de
sired that 

r(x) = _1_ r (DG.G -I + GyG -1)/\ .11T/\.11T . .3.. 
41T Js' t 2(1T,1T) i 

is the connection of a self-dual curvature on M. Here 

.11T ~B1TAd1TB' .11T -~ 'B'1TA ,d1TB, 

and 

_1_ r .1~ /\.11T . .3.. = _1_ r df-lrr = 1. 
41T Js' (t AA 1TA 1TA,)2 i 41T Js' 

(2.2) 

In the abelian case G can be chosen arbitrarily, but in the 
nonabelian or generic case there is nontrivial condition on G 
(or a nontrivial relationship between a and G ) in order that r 
is a self-dual connection. r is a I-form on M with values in 
the Lie algebra 9 of ®. Given the wedge product in the inte
grand, the only surviving part of D is just d, the exterior 
derivative operator on M pulled back to P'. 

Instead of deriving the curvature two-form of the con
nection r and demanding that it be self-dual, an equivalent 
and more useful criterion for r to be a self-dual connection is 
that r pulled back tangentially to an anti-self-dual 2-surface 
be trivial or be the zero connection up to choice of section. 
More specifically, consider for a moment CM, complexified 
Minkowski space and the injection map 

i[A [:C2_CM 

where i[A )C2 is an anti-self dual2-plane in CM (an a-plane) 
whose normal 2-form, labeled by A A" i S 

EABAA ,AB,dxAA ' /\ dXBB ', of which there is a two-complex
parameter family, one through each point of CM (though 
this labeling doesn't distinguish members of the family). The 
pullback under if A ) of a self-dual 2-form 
E A' B' 1T A 1T BdxAA ' /\ dXBB ' is zero. But 

EA 'B' 1TA 1TBdxAA ' /\dXBB ' 

1T A 1T A ' d~A ' /\ 1T B t C B ' 1T C dxBB ' 

t AA '1TA1TA' 

and thus the two I-forms if A )1T A 1T A' dXAA ' and 
if A )1TB! CB,1Tc dxBB ' are proportional. To obtain the factor 
of proportionality, note that A A' d~A' spans the space of 
normal forms to i[A )C2

• The tangent vectors of the form 
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A A 'V AA' = A A 'a/a;x-4A' are annihilated by the normal form 
and thus span the tangent space of irA. )(:2. The I-forms dual 
tOA A 'V AA' are - t BA ,XB d;x-4A 'It cC'XcAc " Thus given any 
I-form ()AA' d;x-4A " its pullback via itA. ) is the same as 
(() AA' + aAAA,) d;x-4A '. Only the primed-part of () AA' is in 
question and so consider () A' in a spinor basis t AA ,X A and 
AA" and then 

()B'AB' _ tBB'XB()B' 
() - tAA,AA + CC' AA" A' - CC' ~ ~ ~ ~ 

t A.cA.c' t A.cA.c 

Thus, substituting 1T A' and t C A' 7T C for () A' ,itA. ) of the forms 
in question are represented by 

itA. )7T A 1T A' d;x-4A' 

~ ~'AB' - D - '_-AA' = I[A.) CC' 1TAt A,AD d;r. 
t AcAc 

and 

I(A. )7TAtBA'7TB d;x-4A' 
BB'~ -

~ t A.B,1TB _ D - '_-AA' 
= I[A.) CC' 1TAt A,AD d;r. . 

t AcAc' 

Finally, 

I(A. )7TAIBA'7TB d;x-4A' 

t BB '7T BA B' 
- ___ ---I(A. )7TA1TA' d;x-4A'. 
E C 'D'Ac ,1T

D
, 

As a consequence, under I(A. ), r pulls back to the same form 
as I (x, [A ]), where 

I (x, [A ]) = f [1I41T)dG.G -1(X,7T,1T) 
JS2 
- L (A,1T)G da G -1(X,7T,1T)] Adp.... (2.3) 

Here the function L (A,1T) is defined to be 

t BB '7T BA B' 
L(A,1T) = - CD' .t AA '7TA1TA,· (2.4) 

41TE Ac ,1TD , 

The homogenities of the entire expression in (1T,1T) and in 
(A,.:t ) are both zero so that the I-form I is naturally defined 
on p I and is pulled back viaS tA. ) toM and via (ip, ),S[A. ))* to 
(:2. The function L (A,1T) defined on the fibers of P'_Mis of 
homogenity degree (2,0) in (1T,1T) and (0,0) in (X,.:t ) and has the 
following properties: 

and 

f L (A,1T) d PA. = 0 
JS2 

where 8 (A,1T) is a distribution with singular support where 
[1T] = [A]. If/(1T,1T) has homogenity degree ( - 2,0) and is 
regular on S 2, then defining g(X,.:t ) by 

g(A,.:t ) = f L (A,1T)/(1T,1T) d P ... JS2 
results in a function of degree (0,0) in (X,.:t ) which is regular 
on S 2 and satisfies 
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and 

The second expression states that g is orthogonal to the ker
nal of a/aX A on functions which are regular on S 2 and de
gree (0,0). The general solution to dg = lis given by 

g(X,.:t) = r -I- g(1T,1T) + L (A,1T)/(1T,1T) dp... (2.5) 
JS2 41T 

since the first term on the right-hand side is in the kernel of d. 
The condition that r be trivial upon pull back to tan

gential anti-self-duaI2-planes onM-CM labeled by [A] can 
now be expressed as the requirement that S tA. )I (x, [A ]) will 
trivial for fixed but arbitrary [A] orthatS tA. )I (x, [A ]) repre
sent a connection on M with zero curvature. That is to say, 
there exists a ®-valued function H on P I such that 

dH·H -'(x,[A ]) = I (x,[A ]) 

or 

dHH -'(x,[A]) = r !(1I41T)dG.G -1(X,[1T]) 
JS2 
- L (A,1T)Gda G -1(X,[1T])J Adp .... 

(2.6) 

Upon fiber integration of(2.6) with respect to d PA. 

J dH·H-'(x,[A ])AdpA. = J dG.G- '(X,[1T])Adp ... 

(2.7) 

results, and a /aXA on (2.6) produces 

2-dHH -I(X, [A ]) = X AG da G -I(X, [A ]). (2.8) 
aAA ' 

Multiplying (2.8) on the left by H -I and on the right by H, 
the equation can be written as 

d(H- 1 a!!)-XAKdaK-1=0, (2.9) 
aAA 

where K = H -IG. The first term in (2.9) is exact, and thus 
the second term is also exact; thus there exists a g-valued 
function b on P I so that 

and 

db=KdaK- ' 

d(H- ' 2-H) -XAdb=O. 
aAA 

This equation can be integrated to yield 

H- ' ~ H-XAb=O 
aAA 

modulo an additive function on the fibers, which is ignora
ble. Multiplying by dX A' 

H-'aH -MA =0 (2.10) 

results where aH = (a/aXA)H dXA. Given (2.7) and 
HK=G. 

dG.G -I = (dH.K + HdK )(HK )-1 

=dH·H- ' +H(dK.K-')H- ' , 
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and so 

f H (dK.K - ')H - I 1\ dp = 0; 

as a consequence 

r(x) = (l/41T) f [dH.H- ' +H(dK-K- ' 

+ KyK -I)H -I ](x, [1T]) I\dPrr 

= (l/41T) f [Dfl.H -I + H(DK.K- 1 

+KyK-I)H- 1] I\dprr' 

Thus the @-valued function K on P' can be viewed as giving 
the plane wave components y in a section related to the sec
tion u by K. Without loss of generality, K will be taken to be 
the identity and H = G results. Then 

r(x) = (l/41T) r (DG.G-1+GyG-I)l\dp, JS2 

and the equation for G relating the sections u and S' which 
makes r into a self-dual connection on M is 

dG·G -I(X,[A ]) = r [(l/41T)dG.G -I(X, [1T] - L (A,1T)G da G -I(X, [1T])] 1\ dPrr 
Js' (2.11) 

or, in equivalent differential form, 

G -I JG - aLll = 0. (2.12) 

In summary, given plane wave data for a self-dual 
Yang-Mills connection, the superposition of the data to pro
duce a self-dual connection results in a linear equation for a 
@-valued function on P '. Having solved this equation, the 
solution is then used to construct the self-dual connection on 
M or a piece thereof. 

III. THE INVERSE PROBLEM 

Given a self-dual connection r (x), obtaining the decom
position into plane wave components for an abelian group is 
simply a matter of using standard procedures involving 
Fourier analysis of Maxwell theory. If, however, the group is 
not abelian, the procedure is slightly more complicated. 

Since r = r AA · d~A' pulled back tangentially by iTrr j 

to an anti-self-duaI2-plane is trivial, there exists a @-valued 
function G (x, [1T]) on P', such that 

These two-planes depend only on [1T A' ] and thus 

J rr [(S[rr],i[rrj)* dG.G -I] 

= (S[rrj'i[rrj)*(Jrr dG.G -I) = 0, (3.1) 

where Jrr = (alaTTA )dTTA. Now (a laTTA )(dG·G -I) is at 1-
form which pulls back via (S[rrj·i[rrJl* to zero, and thus it 
depends only on the normal forms of (;2, that is, 1T A' d~A·. 
And so 

(3.2) 

where? is present on the right-hand side by virtue of the 
homogenity of dG·G - I with respect to TT which is zero and is 
expressed by 

TT ~dG.G-' =0. 
B a-

1TB 

Equation (3.2) isn't d-exact, but, multiplying on the left by 
G - I and on the right by G, gives 
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d(G -I -4- G) -:;rHG -IBA G1TA. d~A' = 0; 
a1TB 

the second term is d exact and is d of a function of X AA . of the 
form ~A'1T A" Thus there exists a function a (XAA '1T A" 
TT A ,1T A • ) on P' with values in 9 such that 

G - I ~ G - :;rHa = 0. 
a:;rH 

(3.3) 

Given r, a@-valued function G onP' satisfying (3.1) or 
alternately (using the fact that i[ rr j and S[ rr j are local differo
morphisms) 

(~·VAA·G)G-I =rAA'~' (3.4) 

is found (where V AA' = al a~A ') and then 

G-I~G 
aTTB 

is constructed. G = G (~A " TT A ,1T A . ) and is of homogenity 
(0,0) in (TT,1T) and satisfies 

:;rH~G=O. 
aTTB 

Then 

G - I ~ G = :;rHa 
aTTB 

defines a(~A " TT A' 1T A . ) and upon applying ~ 'V AA' to the 
above equation, using the fact that ~ 'V AA' and a I aTT B com
mute, using (3.4), ~'V AA • a = ° results or 

a = a(~A ·1TA· ,TTA ,1TA')' 

Equation (3.3) may be written as 

G -I JG =aLl1f, 

(3.5) 

(3.6) 

where a is a g-valued function on P' satisfying (3.5) and of 
degree ( - 2,0) in (1T,1T). 

If the connection is given with respect to another sec
tion related to the first section by the @-valued function e (x) 
on M, then the connection I-forms are related by 

r' = dee -I + ere - I. 

The resulting equations for G' and a' are 
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{~'VAA,G')G -I = r~A'~' 
= (~'VAA'C)C -I + CrAA,~'c-I 
= (~'VAA,C)C-I + C(~'VAA,G)G-IC-I 
= (~'VAA,CG)(CG)-I, 

and thus it is possible to choose G ' to satisfy 

G'=CG. 

Then 
G,-I(JIJirA)G' = (CG)-I(JIJirA)CG = G -1(JIJirB)G 
since C = C (x) and a' = a results. As a consequence, the re
sulting g-valued function on P', a, resulting from a solution 
to (3.3) and (3.4) for a given connection may be chosen to be 
independent of the section with respect to which the connec
tion I-form is given. 

The freedom in the choice of G is 

G-GH=J, 

where H (~A '1T A' , irA' 11' A' ) is a ®-valued function on P' and 
so of degree (0,0) in (ir,1T). Then 

(~'VAA' J)J- I 

= ~'VAA,(G.H)(G.H)-I 
= (~'VAA,G)G-I + G(~'VAA,H)H-IG-I 
= (~'VAA,G)G-I 

Now 

1 ----A' B - cc,-
~.A1Tt A,ABt AcAC' 

----A' BB'- CC'-
-7T VAA,at AB1rB,t AcAc' 

41T1TD 'A D . 

= - ~ 'VAA .aL (1r,A.), 

the last using the definition of L (1r,A. ) from (2.4). Putting this 
into (3.8) results in 

~'rAA' =~' r !(1I41T)(VAA,G)G -1(x,[A]) 
Js' 

- GV AA ,aG -I(X, [A ])L (1T,A. ) J d,u;., 

where the right-hand side is 

L [(1I41r)dG.G -I - G da G -IL (1r,A. )](x,[A ]) d,uA 
s' 

(3.10) 

contracted with ~'. But from Eq. (3.6) or, equivalently, (3.3) 

Gda G -I.:!l = Gd(G -laG)G -I = a(dG.G -I) 

or 

or 

d(dG·G -I) = - G da G -I, 
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and dJ·J -1 pulls back to the same forms as dG.G -I under 
(S[A I·i[,r))·' Then proceedingwithJin place of Gin Eq. (3.6) 
denote the result by a', where 

J-1(aJ) = a'.:!ir = (GH)-I a(GH) 

and so 

= H-1(G -IJGjH + H -I aH 

=H -1a.:1'ifH + H- I aH 

a'.:!ir= H -la.:!irH + H -I aH. (3.7) 

Thus (3.7) represents the freedom in the g-valued function on 
P , and given a connection r on M such a function a is defined 
up to the equivalence given in (3.7) by the solutions ofEqs. 
(3.4) and (3.6). Conversely, given a g-valued function a satis
fying (3.5) on P " a self-dual connection r results on M from 
the solutions to (3.4) and (3.6). The connection 
r = r AA' d~A' is in fact given in terms of a and G by 

r(x) = (1I41T) ( (dG·G -I + Ga,AtBA,XB Js' 
CC'- '.-.4A' I X t AcAc' dA G - )(x, [A ]) d,u .. , (3.8) 

where a,A denotes the derivative of a with respect to its first 
argument, ~A 'AA" Equation (3.7) is a slight generalization 
ofEq. (2.2). Equation (3.7) can be verified by showing that 
upon contraction of r AA , with ~', Eq. (3.4) results. Thus 
from (3.7) 

(3.9) 

I 
and thus (3.9) may be written as 

r [(1I411')dG.G -I + i'.IA(dG.G -I)L (1r,A. )] (x, [A ]) dJ.l .. , 
Js' 
which by (3.5) and the fact that i'.I and L are inverse operators 
is just dG·G -1(x,[A ]). Thus (3.8) may be written as 

~PAA' = (~'VAA,G)G-I(X,[1r]), 

which establishes that the connection given by (3.7) is the one 
given by a form Eqs. (3.4) and (3.6). 

Given a self-dual connection r on M [modulo the solv
ability ofEqs. (3.4) and (3.6)] a function a arises of the varia
bles (~A '1TA "irA ,1TA.), where a is defined up to the transfor
mations in (3.7). The plane wave decomposition results if an 
a' can be found such that 

(3.11) 

Given r and thus a, one derives to find an 
H (~A '11'A"irA ,1rA,) so that a' from (3.7) satisfies (3.10). Ap
plying V AA' to (3.7) results in 

~VAA,a' = ~VAA,(H -laH) + VAA,(H -1-4-H), 
J11'B 

and it is desired that V AA ,a cr:.'if A 7T A ' . Already, because of the 
functional forms of H, a, and a', V AA' of these is 0::.11' A" Thus 

VAA,a' = a',A.1rA" 

and the requirement that a' = a'(~A ''if A1r A' ) is simply that 
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a',A o:.1TA or :;rAa'.A = O. 

One can write this as 

:;rAt BA '1rB V AA ,a'= Y".a' = 0, 

and thus the condition on H is that 

Y (H-'~H)+:;rA Y".a=O ". J1rA 
(3.12) 

since a and H are also functions of x4A ' through x4A '1T A ' 
only. This equation is awkward since, while local solutions 
are easily obtained, solutions global in the fibers of P'-+M 
are more difficult to establish and this is what is required. Y". 
represents a complex vector field in CM that is nowhere tan
gent to M, and the requirement is that a' be constant along 
this transverse vector field to M-+CM. 

Instead of attempting to solve (3.11) globally in the fi
bers of P'-+M, the following considerations may be em
ployed. If the connection is given with respect to a section of 
B -+M so that r is asymptotically flat, , then a slight exten-

M . 
sion of the arguments given there [the extensIOn from 
a = a(x4A 'iTA1TA "iTA ,1TA,) to a = a(x4A '1TA, ,iTA ,1TA,)] pro
duces a connection on f+ of the form a'(u,1rA ,1TA,).:iiT and 
function a'(x4A 'iTA 1T A" iTA ,1T A' ) provides a solution to (3.11) 
and gives the same curvature form as a and thus determines 
H. 

Given that the equations and construction are confor
mally invariant, the null initial-value problem on a null cone 
of M or on a portion of such can be transformed by a confor
mal transformation to an initial value problem on f+ or a 
position of f+. And again the connection on f+ assumes 
the form 

a'(u,iTA ,1TA, )4\1T. 

In these settings only the radiation part of the field will 
appear. In fact, for asymptotically flat connections, writing 

a(x4A '1TA.,iT A,1T A') 
AA' AA' B' -) = b (x iTA 1T A ' ,x t A 1T A ,1T B' ,1T A' 1T A' , 

reasonable asymptotic conditions' would give for the radi
ation field 

b (XAA 'iTA 1TA, ,0,iTA ,1TA,), 

which would be used in place of a to construct the connec
tion. 

IV. INTERPRETATIONS OF THE CONSTRUCTIONS 

In Secs. II and III constructions relating a self-dual 
connection on B M-M and a I-form on B p' -P' 

A =a(xAA '1TA"iT A,1T A' )4\1T 

where carried out, The I-form A satisfies 

~'VAA ,A = ~'VAA ,a4\1T = 0 

and 

aA = d1T 1\ ~ A = O. 
B JiTB 

The latter equation follows since a is of degree ( - 2,0) in 
(iT,1T) and thus satisfies 
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_ Ja " 
1TB -- = - ua, 

JiTB 
and thus 

aA = (J~ ~ - a~B)diTA I\diTB, 
J1TA 

which is a skew-symmetric expression in AB times 
diT A 1\ diT B' and so proportional to € AB' and upon contrac
tion with € AB yields + iTA Jal JiT A + 2a = O. Also 

A I\A = a·a4\iT 1\ 4\ iT = a.a:;rA~diTA I\diTB = O. 

Thus A satisfies 

;5A +AI\A = 0, 

where ;5 is the operator defined by 

;5 = d1rA 1\ ~ + (JA I\~'VAA' 
JiTA 

and (JA = a A, dx4A/~'aB" where a A, is a fixed but arbi
trary spinor. Because of the functional form of a (namely a is 
constant on the fibers of P' _PN or:;rA~ 'V AA ,a = 0), A is the 
pull back of a I-form B on PN with values in. The manifold 
PN is a hypersurface of real dimension five in a c0!lljJlex 
manifold PT of complex dimension three and thus!E inher
its a tangential complex structure. In particular, PN has a 
two-complex-dimensional tangent subspace at each point 
consisting of holomorphic tangent vectors of PT. Also, at 
each point of fiN is defined a two-complex-dimensional tan
gent subspace consisting of antiholomorphic tangent vectors 
of PT. Under P , -+PN the vector fields J I JiT A , ~ 'V AA' on P , 
are mapped to a basis for antiholomorphic vectors at the 
image points in PN. These are only essentially two complex 
vector fields on PN as iTA JIJiTA is the homogenity operator 
and:;rA~ 'V AA ' maps to zero under P' -PH since it is tangent 
to the fibers. Thus a function on P' of homogenity degree 
(0,0) in (1T,1T) is the pullback of the boundary values of a h0.!2.: 
morphic function in PT or CR holomorphic function on PN 
if the applications of JIJiTA and ~ 'V AA' on it produce zero. 
Thus, if/is a function on P' [of degree (0,0) in (1T,1T)] and if! 
satisfies :;rA~ 'V AA ' ! = 0, then 

- J! - 4' mA 
{j ! = -- d1T A + 1r V AA ' J v 

JiTA 
is the pullback of a CR exact (0,1) form in fiN and 

iTA :£ = 0, ~ 'V AA ' ! 0:. iT A 

and so 

where A is of degree ( - 2,0) in (1T,1T) and B is of degree 
( - 1,1) in (1T,1T). Any CR(O,I) form pulled backfromPN has 
this form and ifit is a CR closed one form, it satisfies the 
integrability conditions for it to be CR exact. That is, if there 
exists a function! on P' such that 

A:;rA = J!, BiTA = ~'VAA'J 
J1TA 

and the integrability conditions are 
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~'VAA,A = €cA 2B 121i'c· 

Equation (4.1) is the appropriate condition that the g
valued one-form A be 8 closed in the CR sense. Thus A is the 

- -pullback of a 0 closed (0,1) CR form on PN and represents a 
cycle in H ~R (PN,®(O)). This may be made more explicit by 
considering the equation 

G -1(8G) =A 

for a ®-va1ued function G. The integrability conditions for 
this equation are obtained by applying 8 to 

8G=GA, 

whence 

0= o2G = 8GAA + G8A 

= GA AA + G8A = G(8A +A AA), 

which are satisfied by virtue of (4.1). Loea1 solutions exist in 
PN and there exists a covering V; of PN such that on the 
pullback of Vi' Vi in P', the pulled-back functions Gi satisfy 

G i-
18Gi =A on Vi' 

On VinVj consider ¢ ji defined by 

¢ji = Gj.G i-
l. 

On the domain of definition applying 8 to ¢ji gives 

8¢ji = 8(Gj .G i-I) = (8Gj )G i-I + Gj8G i-I 

= GjAG i-I - GjAG i-I = 0 

and thus [¢ ji 1 are 8-closed ®-va1ued functions defined on 
[ VinVj I· Thus [¢ ji 1 represent the transistion functions for 
a CR holomorphic ®-bundle over fiN and an element of 

I (--H CR PN,®(O)). 

A cocycle equivalent to A is provided by A I, where 

A' =H-IAH +H- 18H, 

where H is the pullback of a ®-valued function on PN to P', 
and this freedom is represented in (3.7). 

Thus given a self-dual connection ron M, a CR (0,1) 
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form on PN results with values in ®, and this is used to 
construct a principal ®-bundle over PN which is CR holo-
morphic. -. 

The resulting bundle over PN is trivial on the images of --the fibers of P' _M under P' -PN which are 2-spheres. 
The inverse problem of constructing a self-dual connec

tion on M from a CR holomorphic principal ®-bundle over 
fiN, which is trivial on the images of the fibers of P '_M 
under P' _fiN is solved as follows. Represent the bundle 
over PNby a a-closed (0,1) CR form on fiN with values in ®. 
Pulling the bundle back to P' under P '_PN and pulling back 
the form on FN gives a 8-closed form on P' with values in ®. 
Pulling this back to a form on a fiber of P' _M, since the 
bundle is trivial on this C P " the (0,1) form on the C P' is CR 
exact and thus allows generically the solution of 

G -laG = aLi1i', 

where aLi1i' is the pullback form on the fibers of P' _M. Solv
ing this for G results in a ®-valued function on P I and 

(~'V AA' G)G- I 

is global on the fibers and of degree (0,1) in (1T,1T) and thus 

(~'VAA,G)G -I = rAA'(X)~', 

the I-form r AA , (x) dXAA ' is the resulting self-dual connec
tion. In this construction alternately it is possible to work 
with transition functions for the bundle.2 

If it is assumed that the bundle is defined in CM +, the 
forward tube of Min CM, and is holomorphic along with the 
connection, then following Refs. 2 and 3, and an element of 
H I( PT + ,(0)) is obtained and a holomorphic principal ®_ 
bundled results on PT + , which is holomorphically trivial on 
the cp I>s which represent points of M + in PT + . 

'J. R. Porter, "Self-dual Yang-Mills Fields," J. Math. Phys. 24 (1983). 
2R. S. Ward, Phys. Lett. A 61,81-82 (1977). 
3D. E. Lerner, "The Inverse Twistor Function for Positive Frequency 
Fields," Advances in Twistor Theory, edited by L. P. Hughston and R. S 
Ward (Pitman, San Francisco, 1979). 
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Complex scaling of ac Stark Hamiltonians 
James S. Howland 
Department oj Mathematics, University oj Virginia, Charlottesville, Virginia 22903 
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For a two-body atom in a temporally periodic, spatially uniform field, it is shown that in an 
appropriate gauge the essential spectrum of the Floquet Hamiltonian rotates about a certain set of 
thresholds when subjected to a complex scaling transformation. 

PACS numbers: 11.15 - q, 02.30.Hq, 32.60. + i 

1. INTRODUCTION 

The Hamiltonian for a two-body atom in a uniform 
electric field E (t ) may be written 

HI(t) = p2 + V(x) + E(t)· x, (1.1) 

where p = - IV. The ac Stark Hamiltonian studied by 
Cerjan, Reinhardt, and Hole (CRH) corresponds to the field 

E(t)=EXICOS(liJt). (1.2) 

Another case of interest2 is that of a small oscillating field in 
a fixed Stark field: 

E(t)=Exl +E.XCOS(liJt), (1.3) 

where lEI <E. We shall be concerned only with the case of 
E (t ) periodic in time, with some period T. 

For Hamiltonians periodic in time, the natural object 
for study is the Floquet Hamiltonian. 1,3 For our purposes, 
this may be described as the operator 

(1.4) 

on the space L 2(R X [0, T]), with the periodic boundary con
dition 

u(O, x) = u(T, x). 

One reason for this is that a point eigenvalue A of K I corre
sponds to a solution t/J(t ) of the Schrodinger equation 

i at/! (t) = HI(t )t/!(t), 
at 

satisfying 

t/!(T) = e-iATt/!(O). 

For example, if HI(t) = H were constant in time and 
H,p = A,p, then t/J(t) = e - iAt,p would be such a solution. 
Thus, point eigenvalues of the unperturbed operator 

Ho =p2 + V(x) 

correspond to point eigenvalues of the unperturbed Floquet 
Hamiltonian 

Ko = - i ~ + p2 + V(x). 
at 

Note,3 however, that the spectrum of a Floquet operator is 
periodic: If AEap (K I)' then so is A + 21T'n T - I, for any integer 
n. 

In CRH the complex scaling transformation 1,4 

x-+eilJx, p-+e - iIJp (1. 5) 

is formally applied to the Floquet Hamiltonian with the field 

(1.2). [Their form may be obtained from (1.4) by expanding in 
a Fourier series in t.] A numerical calculation of resonances 
is then based on the scaled Hamiltonian, in analogy with 
previous calculations on the ordinary Stark effectS and on 
atomic systems.6 

The object of this paper is to study the resonance struc
ture of the Floquet Hamiltonian for (1.2) under complex 
scaling, with a view to providing a justification for the CRH 
calculations. Apparently, the behavior of ( 1.1) with the field 
(1.2) is very bad under complex scaling. We conjecture that 
the spectrum of KI(ie) is the entire complex plane for e #0. 
However, if a more suitable gauge is chosen, one finds that 
the essential spectrum simply rotates about a certain set of 
thresholds in the now familiar manner.4 We shall give a 
proof of this fact. 

The Hamiltonian (1.3), which is better treated by a dif
ferent method, will be discussed elsewhere. 

For the ordinary (dc) Stark effect, complex scaling has 
been discussed by Herbst and Simon. 7 

2. A GAUGE TRANSFORMATION 

If the electromagnetic field E = E (t) and B -0 is de
scribed as 

aA 
E= -V,p- -, B=VXA, 

at 

where A -0 and 

,p (x, t) = E (t) • x, 

one obtains the Hamiltonian (1.1). However, if 

A (x, t) = a(t) . x, 

where a/(t) = E (t), then the gauge change 

if> = ,p - aA, A = A + VA 
at 

leads to if> _0 and 

A (x, t) = a(t), 

and hence to the Hamiltonian 

H(t)=(p-a(t)f+ V(x). 

We shall write 

K= - i~ +H(t) 
at 

for the Floquet operator corresponding to (2.1) 

(2.1) 
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3. A SIMPLE DIFFERENTIAL EQUATION 

In order to calculate the unperturbed resolvent, it is 
necessary to have the solution u( p, t ) of the equation 

-i~ +B(p,t)u=f(p,t) at 
(3.1) 

satisfying u( p, 0) = u( p, 2 1T), where B (p, t) andf( p, t) are 
2 1T periodic in t. An elementary integration gives the result: 

u(p, t) = ife-'~'l,a;p!r(p, a)da 

+ i(e'XIPI - 1)- li 217e -'~Il. a;p!r(p, a)da, (3.2) 

where 

1

217 
x(p) = 0 B(p,s)ds 

and 

tP (t, a;p) = L B (p, s)ds. 

Transform the second integral by putting a = 7' + 2 1T and 
use that 

tP (t, 7' + 2 1T;p) = tP (t, 7';p) - X(P)· 

Replacing the dummy variable 7' by a in the result gives 
finally 

u(p, t) = if e -'~(l. a;p!r(p, a)da 

+ i4- I (P)[217 r'~ll.a;p!r(p, a)da, (3.3) 

where 

Ll(p)= l_e-'xlPl. 

For 0<;t<;2 1T, one then always has r~a in (3.3). 

4. PARTICLE IN AN ac FIELD 

We shall assume for the rest of this paper that a(t) is a 
real vector-valued measurable function of period T = 2 1T. 
Let 

1 1217 
b 2 

= - la(tWdt 
21T 0 

(4.1) 

and assume that 

1

217 
o a(t )dt = 0. (4.2) 

Let dY' = L 2(R
3

) and let 3Y be the space of measurable 
dY'-valued functions u(t ) with period 2 1T, and finite norm 

1

217 
Iluw'v = 0 lu(t Wdt. (4.3) 

The space 3Y is equivalent to L 2(R
3 X [0, 2 1T]), but it is con

venient to extend the functions u( p, t) in this space to be 
periodic in t on the whole line. 

We shall consider the Hamiltonian 

Ko = - i ~ + (p - a(t )f at 
on 3Y. The equation 
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(4.4) 

(Ko - t)u =f 

reduces to (3.1) with 

B (p, t) = (p - a(t If - t· 
The resolvent Ro(t) = (Ko - t ) - 1 of Ko is therefore given by 

Ro(t )flp, t) = i fe';,l- ale -'~Il. a;p!rlp, a)da 

+ i[ 1 - e - 217'(XIPI- ;1]-1 

x[ e';ll-ale-'~ll.a;p!rlp, a)da (4.5) 
-217 

for 1m t #0, where 

X(P) =p2 + b 2 

and 

tP (t, a,p) = L Ip - a(slfds. 

We have written (4.5) in the momentum representation 
and will remain in that representation until the next section. 

Let ~ be the space of C'" functions of (p, t ) which are 
2 1T periodic in t and of compact support inp. 

Theorem 1: The operator Ko is essentially self-adjoint 
on ~, has spectrum R, and resolvent Ro(t ) given by (4.5). 

Proof The two integral operators of(4.5) are bounded 
for every t, since e - ,~ is bounded. Hence, Ro(t ) is a bounded 
operator iff e217'(XIPI-;) is bounded away from unity, which is 
true iff t is not real. Thus, it suffices to prove that Ro(t ) is 
actually the resolvent of Ko. 

Assume for the moment that a(t ) is C'" . Then for non
real t, the vector u = Ro(t )fis in ~ wheneverfis in ~ and 
satisfies (Ko - t)u = f Sincefis arbitrary and ~ dense, 
(Ko ± i)~ is dense. Hence, Ko is essentially self-adjoint on 
~ and its resolvent is Ro(t ). 

Now choose a sequence an (t) of C'" vectors converging 
toa(t )inL2' Then clearly R bnl(t )-Ro(t ) strongly. FixJin~, 
and let Un = Rolnl(t)f Then UnE~, and un-u = Ro(t)f 
strongly. Hence, Kbnlun = tUn + f-tu + J, so by closure 
uElJ (Ko) and (Ko - t)u = f Sincefis arbitrary, (Ko ± i)~ is 
dense, so Ko is again self-adjoint. Since u = Ro(t ) J, it follows 
that Ro(t) = (Ko - t)-I. 

For real a, define the unitary scaling transformation 

U(a)f(p, t) = e-3aI2f(e-ap, t). 

The resolvent Ro(t, a)ofKo(a) = U(a)KoU( - a)isthengiv
en by 

Ro(t, a)flp, t) = if e';ll-ale-'~(I.".p;a!r(p, a)da 

+ i[ 1 _ e217'(; - xIP; all]-I 

X[ e';(t - "Ie -'~Il. a,p; "!rip, a)da, 
-217 

(4.6) 
where 

tP (t, a, p; a) = L (e - ap - a(s))2ds 

and 
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Now let a = 13 + i(), ° < () < 7T/2, and define Ro(t, a) by 
(4.6). Formally, Ro(t, a) is the resolvent of the differential 
operator 

Ko(a) = - i ~ + (e-ap - a(t))l at 
= - i~ + e - lapl - 2e - aa(t ) . p + a(t t 

at 
Let Ko(a) denote the closure of the restriction of this opera
tor to g;. Let 

.1" (a) = Z + P + e -liOR+, 

where Z is th set of integers and R + = (0, 00). The set.1" (a) 
consists of rays with end points at n + b 2, n = 0, ± 1, ... , 
and at an angle - 2() with the real axis. 

Theorem 2: (a) The operator Ro(t, a) is holomorphic on 

n = [(t, a):tEU" (a),O < 1m a < 7T/2]. 

For fixed t, 1m t> 0, Ro(t, a)-Ro(t, 0) in operator norm as 
a-o inn. 

(b) For fixed a, Ro(t, a) is the resolvent of Ko(a), and 
a(Ko(a)) = .1" (a). 

(c) Koif3 + i()) is unitarily equivalent to Ko(i()). 
Proof Let a = 13 + i(), ° < () < 7T/2. We claim that 

1m ¢ (t, a, p; a)<2 7Tb 2 tan (). (4.7) 

In fact, one computes that 

1m ¢ (a) = - sin 2()e - 2/3(t - a)p2 

+ 2sin ()e - f3p . [ a(s)ds, 

where - 2 7T < a < t < 2 7T. If we note the inequality 

- ap2 + 2c. p<c2/a, 

(4.8) 

which is valid for vectors p, c in R3 and a> 0, we obtain 

1m ¢ (a)< [4 sin 2()e - 2/3(t - a)]-I 

X 4 sin 2()e - 2/3 If a(s)ds 12. 

However, by Schwartz, 

If a(S)ds I
2 
<It - a)L la(sjj2ds<47Tb 2(t - a). 

Combining these estimates leads to (4.7). 
The bound (4.7) implies that the integral operators in 

(4.5) are bounded, holomorphic on n, and norm continuous 
up to the axis () = O. The factor A -I(p, a) is clearly bounded 
and holomorphic for tr=..r (a), so (a) is proved. The proof of (b) 
follows the proof of Theorem 1 closely, while for (c) we have 

Ko( 13 + i()) = U( f3)Ko(i() jU( - 13). 

5. SPECTRUM OF AN ATOM IN AN ac FIELD 

We consider the Floquet operator 

K= -i~ +(p_a(t))2+ V(x). at 
We say that a function V (x) in Lp (R3

), 1 <p< 00, is Lp 
- dilation analytic in the strip O<lm a < ()o if V(ef3 x) is the 

strong boundary value for 1m a = 0 of an Lp (R3
) - valued 
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analytic function in 0 < 1m a < ()o' 

Theorem 3: Let V (x) be real-valued and Lz-dilation ana
lytic in O<lm a<()o < 7T/2, and assume that a(t) is bounded. 
Then 

(a) Va is relatively Ko(a) compact. Hence, 
K (a) = Ko(a) + Va is closed with domain D (Ko(a)), is self
adjoint for real a, and has essential spectrum 

aess {K (all =.1" (e). 

(b) VaRO(t, a) is holomorphic in 
n (eo) = {(t, a)Eff1:0 < 1m a < eo I, and is continuous up to 
1m a = 0 for 1m t> 0 in operator norm. Hence, R (t, a) is 
meromorphic on n (()o)' 

(c) If ¢ is a dilation-entire vector, then the matrix ele
ment (R (t )¢, ¢ ) can be continued meromorphically from 
1m t> 0 to t \.1" (e j for any e, 0 < e < eo. The poles of the 
continuation occur only at points of the discrete spectrum of 
K(a). 

(d) The discrete eigenvalues of K (a) are independent of 
a. 

Proof Let V(x) be a complex-valued L z function. We 
claim that VRo(t, aj is compact and that 

IIVRo(t,ajll<C(ajllVlb (5.1) 

where C (a) is bounded on compact subsets oft \.1" (eo). For 
this, we need to estimate 

Ve- i91 = Ve1m 91e - iRe 9l. 

Drop the unitary factor and use (4.8) to obtain 
V(x)E -ap'+2c.p= V(x)e-alP-cla)'eC'fa 

= V(x)eiX' cfae - ap'e - ix· claec'fa. 

Drop the unitaries again to obtain 

V(x)e - op'ec'fa. 

But e - ap ', in configuration space, is convolution by 
(2 7Ta)-3/2e - x'f4a. Therefore, V(x)e - op' has finite Hilbert

Schmidt norm equal to 

(2 7Ta)- 3/2 1Ie - x'
f4a ll zll V liz = (2 7Ta)-3/411V 112' (5.2) 

Using (4.7), we find that 

II V (x)e - i9l1l, ",p; a)IIHs <C (a)(t - a)-3f4 11 V liz. 
where 

C(a) = (27T)-3/4e3/312(csc e )3/4e2lTb'tan e. 
For 8;;;.0, define 

(mini I - 0, 0) 

To = Jo V(x)e-i¢II,O",p;aY(a)da. 

If {j > 0, the Hilbert-Schmidt norm of the integral Ve - i¢ is 
bounded uniformly, so To is Hilbert-Schmidt. For {j = 0, 
and 0<t<27T, 

I To/(t )1<C(alllVllz f (t - a)-
3/4

1/(a)ldaj, 

A convolution estimate shows that 

II ToII<c(a)IIVII 2f lT 
S-

3/4
ds. 

Similarly, 
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IIT.s - Toll<C(a)11V112[s-3/4dS • 

Thus T.s-+To in norm and To is compact. This takes care of 
the first term of (4.6). The second term is handled similarly, 
by writing it as 

[2" V(x)e- i4> lt,a,p,a)[l_ x(p,a)]-Y(u)du. 

In particular, VaRo(;, a) is compact, and (a) follows for 
(J ¥=O. The analyticity in part (b) also follows from the norm 
estimate (5.1). Norm continuity is obtained as follows. Let 

T . a 2 
= -[- +p at 

so that, for a = 0, 

K (0) = T - 2a(t)P + a2(t) + V(x). 

Using the operator inequality 12 api <Ep2 + E- 1a2, one finds 
that the last three terms are T-bounded with arbitrarily 
smallT-bound,sothatD (K) = D (Ko) = D (T).Similarly,one 
finds that even for 1m a¥=O, D(K (a)) = D(Ko(a)) = D (T). 
Moreover, Va:D (T)-+L 2 and Ko(a):L 2-+D (T) are analytic 
and norm continuous, and it follows that VaRo(;, a) is also. 
Continuation now gives (a) for real a. 

The remaining assertions follow by standard dilation
analyticity arguments. 4 

The L2 assumption in Theorem 3 is much too strong. 
Theorem 4: The conclusion of Theorem 3 hold if V (x) is 

Lp-dilation analytic in O<lm a<(Jo < 1T/2 for somep;;;.2. The 
case p = 00 is permissible if in addition 

lim V(eax) = O. (5.3) 
)xl-oo 

Proof We need (5.1) with the Lp-norm rather than the 
L 2• This can be established by interpolation. For fixedf, the 
map 

V-+Ve-apj 

is bounded from L 00 (JR3) onto ,;0/', with norm no more than 
lVII, and by (5.2), from L 2(JR3) into,;o/' with norm no more 
than (2 1Ta)- 3/4 11 III. By interpolation. 

II Ve - ap' II < (2 1Ta) - 312p II V lip 

for 2<p< 00, in analogy with (5.2). The bound on VRo(;, a) is 
now obtained exactly as before. Compactness is proved by 
approximating V in Lp -norm by a sequence Vn in L 2. The 
condition (5.3) permits this for p = 00. 

The remainder of the proof is exactly the same. 
Remarks: 
( 1) The same conclusions hold, of course, if V (x) is the 

sum of two Lp - dilation analytic functions, for different p's. 
(2)The same proofleads to a generalization of Theorem 

4 to L p (JR V) for v;;;. 4. More singularlocal behavior of V (x) and 
a(t) can be accommodated by using the factorization meth
od. 

6. ANALYTICITY PROPERTIES OF K1 

If one insists on dealing with the original gauge, and the 
operator 
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K 1= -i~ +p2+ a'(t)·x+ V(x), at 
there are several ways to proceed. For one thing the gauge 
change of Sec. 2 can be described as a unitary transformation 
on %. In configuration space, define the unitary operator 

Gu(x, t) = eia(t). Xu(x, t ). 

In momentum space, G acts as a translation 

Gu(p, t) = u(p + a(t), t). 

One can easily compute that 

G [p2 + a'(t ) . x - i ~ ] G * = (p - a(t ))2 - i ~ at at 
or, what is the same, 

GK1G*=K. 

For real a, 

G*K(a)G= W(a)KIW( -a), 

(6.1) 

where W(a) = G * U (a)Gisaunitary group. Clearly, the spec
trum of K I behaves regularly for complex a under the new 
group W(a), rather than the dilation group Uta). Thus, in
stead of a gauge change, we may think of analyticity with 
respect to a different group. 

The nature of the group W (a) becomes clear if new co
ordinates 

t=p-a(t), 7=t (6.2) 

are introduced in momentum space. In this representation, 
W(a) is the scale transformation 

W(a)u(t, 7) = e- 3a12u(e- at, 7) 

so that we may think of scaling t instead of p. (In classical 
terms, t is essentially the velocity.) 

For v(x) = 0, the resolvent of K. can be computed expli
citly. If one sets x = - ita/apI, one obtains for 
(K. - ;)u = f, a partial differential equation of first order. 
The substitution (6.2) leads to an equation of the type (2.1). 
The resulting formula appears to be very singular under the 
scalingp-+e - illp, which suggests strongly that the spectrum 
of K. (i(J ) is the entire complex plane, although the author has 
no rigorous proof of this. 

If this is true, it need not mean that the CRH calcula
tion is invalid. That calculation is based on matrix elements 
of K. in a scaled basis ¢j(a)(J = 1, ... ,N). But, by (6.1), 

(K1¢j(a), ¢i(a) = (KG¢j(a), G¢i(aj) 

so that one also has a matrix of K in a different basis. The 
choice of basis is clearly of first importance here. However, 
the author does not feel sufficiently knowledgeable to specu
late further. 
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The first-order evolution form for the Klein-Gordon equation is characterized by an operator T (t ) 
which, for inertial observers in the Minkowski space-time, is skew-self-adjoint with respect to the 
energy product. This fact is essential for a rigorous treatment ofthe equation. We prove here that, 
in arbitrary Lorentzian structures, there always exists a class of "synchronized observers" 
(equivalence class of physically admissible local charts), here called adjoint systems, for which this 
property of T (t ) remains true. They are completely determined by the Lorentzian structure, and, 
in this sense, they appear as a suitable generalization of the Killing vector fields. We obtain the 
definition equations for such observers and state some of their properties. A particular class of 
them, here called simple adjoint systems, has already been introduced by one of us (C.M.) for the 
study of the Klein-Gordon equation in arbitrary space-times, according with Lichnerowicz's 
quantization program. 

PACS numbers: 11.10.Qr, 04.90. + e 

I. INTRODUCTION 

With respect to a system of synchronized observers
(timelike congruence of curves endowed with suitable spatial 
sections), the Klein-Gordon equation on a Lorentzian mani
fold,.a n + 1 u - Ku = 0, may be written as a homogeneous 
first-orderevolutionequationdX(t )ldt = T(t) . X (t), where 
X(t) is a curve in the space of Cauchy data and T(t) is a linear 
operator on this space. 

The purpose of this paper is to find all the local systems 
of synchronized observers for which the operator iT (t ) is for
mally self-adjoint with respect to a general energy product. 
It appears that these systems (which we call "adjoint sys
tems") are completely determined by the Lorentzian struc
ture (i.e., they do not depend on the mass in the Klein-Gor
don equation nor on the general volume element used in the 
evaluation of the energy product). 

In Minkowski space-time and with respect to inertial 
observers, the property of self-adjointness of the operator iT 
is one of the basic facts which allows us to define the positive 
and negative part solutions of a real solution of the Klein
Gordon equation. 

This property of T has been used by one of us (CM.) to 
develop, according to the Lichnerowicz 1 and Segal2 theories 
of quantization, a rigorous study of the Klein-Gordon equa
tion in any Lorentzian manifold under suitable global condi
tions3 (see also Refs. 4-6 for stationary space-times). 

Assuming certain (technical) glObal conditions, the 
study of the Klein-Gordon equation may be carried out in 
the same rigorous way as in Ref. 3 for all our adjoint systems 
of synchronized observers. 

One of the motivations of this paper is to get better 
knowledge of these observers in view of investigating subse
quently the conjecture that, in all Lorentzian structures, 
there would exist a class of these adjoint systems such that, 
relatively to each one o/them, the "natural selection condi
tions" proposed in Ref. 3 would select a unique decomposi
tion (in the sense of the paragraph 6.c in that reference) into 
positive- and negative-part solutions of every real solution of 
the Klein-Gordon equation with positive mass. 

By the last time, an alternative rigorous approach to 
that problem of decomposition into positive and negative 
parts has been also considered by Paneitz and Segal.? 

In Sec. II we define what we shall call systems 0/ syn
chronized observers, and we introduce some related notions 
of interest. 

Section III is devoted to the study of the Laplacian op
erator on functions for a system of synchronized observers 
(Theorem 1) and to the evaluation, with respect to arbitrary 
spatial volume elements 'TIl-" of the adjoints of the two opera
tors M and N which characterize this formulation (Proposi
tions 1 and 2). 

In Sec. IV we obtain, relative to the volume 'TIl-" the total 
energy of a solution of the Klein-Gordon equation, with 
explicit dependence on the system of synchronized observers 
(Proposition 3). We evaluate, with respect to the energy pro
duct, the adjoint of the operator T characterizing the first
order evolution form of the Klein-Gordon equation (Propo
sition 4), and we find the necessary and sufficient conditions 
for T to be skew-self-adjoint (Proposition 5). 

The adjoint systems of synchronized observers are ana
lyzed in Sec. V. We give their definition equations (Theorem 
2), determine their time parameter (Proposition 6), and ob
tain necessary and sufficient conditions for an adjoint system 
to be orthogonal (Proposition 7). Then, we conclude with the 
existence of adjoint systems on arbitrary Lorentzian struc
tures (Theorem 3). Two simple results about certain volume 
elements admitted by adjoint systems are given in Proposi
tions 7 and 8. 

In Sec. VI, we seek systems of observers other than the 
Killing ones, which, like them, generate adjoint systems of 
synchronized observers for all admissible synchronizations. 
Their existence implies restrictions on the Lorentzian struc
tures (Proposition 9 and Theorem 4). In fact, we are able to 
prove that such systems exist only on Lorentzian manifolds 
conformal to the general Robertson-Walker space-times 
(Theorem 5). 

Finally, in Sec. VII, we indicate how some of the above 
results may be extended for the study of general second
order hyperbolic linear equations. 
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Some of the results contained in this paper were an
nounced, without proof, in Ref. 8. 

II. SYNCHRONIZED OBSERVERS 

(a) Let (Vn + , ,g) be a Lorentzian manifold. By defini
tion, a system of observers is a field t * 9 of timelike vectors, 

g(t * ,t *)=(t,t ) > 0 . (1 ) 

The integral curves of t * (i.e., orbits of the one-parameter 
local group of transformations defined by t *) represent the 
world lines of the observers of the system, and the standard 
parameter along every curve (the local group parameter) de
fines the time t associated with such observers. 

For some physical interpretations, one can attach, to 
every system of observers t *, a system of unitary observers 
u*, u* = It I-'t * with It 1

2=(t,t), for which the associated 
time is the proper time. But, in many cases, and, in particular, 
in ours, the introduction of such unitary observers is not 
essential. 

A system ofsynch ron ized observers is a system of observ
ers for which the locus of a point t = const is given and de
fines a one-parameter family of spatial hypersurfaces. It is 
easy to see that if I/J (x) = const is the local equation of the 
family, then the function I/J must verify 10 

(dI/J,dl/J »0, 2'(t*)1/J = 1, (2) 

where d and 2'(t *) are respectively the exterior and Lie de
rivatives. Thus, a system of synchronized observers is given by 
a pair It *;I/J J, verifying (1) and (2). 

The function I/J is said to be a synchronization for the 
system of observers t *, and every hypersurface 

I/Jc =(I/J (x) = const) 

is called an instant of the system of synchronized observers 
[t*;6 J. 

(b) Every system of synchronized observers It *;I/J J is 
locally characterized by the class 'G' (t *;</J ) oflocal charts 
adapted to t * and to I/J. A chart (U, 1/1) is said to be adapted to 
It *;I/J J if, for every integral curve y of t * and for every hy
persurface I/Jc' it is such that 

1/1 (l/JcnU) = lRnX [rJ, l/I(ynU) = [.2" J XlR, 

where rand.2" are respectively fixed points of lR and lRn . 
Conversely, every "physically admissible"" local chart 
(U,I/I) defines locally a system of synchronized observers 
It *;I/J J: If XO is the timelike coordinate function induced by 
(U,I/I), then [t *;I/J J isgivenbyt * -J IJxoand</J (x)==x°. The 
pseudogroup of transformations of 'G' (t *;I/J ) is called the in
ner pseudogroup of the system of synchronized observers 
It*;1/J J. 

The systems of synchronized observers are the basic 
geometric elements of the evolution formalism of general 
relativity (sometimes called ADM or 3 + 1 formalism 12. But 
I/J appears there implicitly (because of the explicit use of 
adapted coordinates), and t * is characterized by its normal 
and tangential components with respect to the hypersurfaces 
I/Jc (called respectively the lapse function and the shift vec
tor). 

(c) From Eq. (2), itis clear that if[t *;I/J J and I; *;I/J J are 
two systems of synchronized observers with the same syn-
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chronizationl/J, thent * -; * belongs to the Lie algebraL (</J) 
of the vector fields tangent to the hypersurfaces I/Jc' Also, if I/J 
and t/t are two synchronizations for a system of observers t *, 
then I/J - t/t belongs to the class :T(t *) of invariant functions 
with respect to t *, 2'(t *)(I/J - t/t) = O. 

Given two functions </J and t/t with timelike gradients, it 
is easy to see that there always exists a system of observers t * 
for which </J and t/t are synchronizations. The converse is not 
true, but it can be shown that if two systems of observers t * 
and; * are such that [t *,; *] = A (t * -; *), with A 
arbitrary, then they admit a mutual synchronization I/J. 

Let [t *;I/J J be a system of synchronized observers; then 
I~ *;~ J, where ~ = F(I/J) and ~ * = (r)-'t * with r 

dF(1/J )ld</J, is also a system of synchronized observers. As 
they have the same integral curves and synchronization, but 
different parameters, we shall say that they are related by a 
pure timelike transformation (i.e., a change in the definition 
of time). 

(d) With every system of synchronized observers [t *;I/J J 
we can associate an operator 17':, with (17':)2 = 17':, which pro
jects vector fields into vector fields tangent to the hypersur
faces I/Jc. Such an operator is given by 

(3) 

where Id is the identity operator. In a similar way, we can 
define the operator 1Tt;, with (1Tt; f = 1Tt;, which projects 1-
forms into I-forms orthogonal to t *; it must therefore have 
the form 

(4) 

Thus, if; * and liJ are, respectively, a vector field and a 1-
form, we have 

17':; * = ; * - it; *)dl/J . t *, 1Tt;liJ = liJ - itt *)liJ . dI/J (5) 

where i( ) stands for the interior product [in local charts 
itt *)liJ=(t *,liJ) = tPliJp]. It is clear that, with respect to this 
product, 17': and 1Tt; are adjoint: (17':; *,liJ) = (; *,1Tt;liJ). 

In(Vn +, ,g), a system of synchronized observers [t *;I/J J 
is called an orthogonal system if, for every vector field; *, we 
have 

g(1T:; *) = 1Tt;g(; *) , 

that is to say, if the hypersurfaces I/Jc are orthogonal to the 
integral curves of t *. In this case, by condition (2), 
g(t *)==t = Id</J 1- 2 

• d</J. 
Thus, with every function </J with timelike gradient, we 

can associate the I-form 

(6) 

sothatthepair[ <P *;I/J J, <P * g*(<P), is an orthogonal system 
of synchronized observers. 

An orthogonal system for which Idi/J I = 1 is called a 
Gaussian system. 

(e) On one hand, a system of observers t * is usually 
endowed with the quotient metric gq g - It 1- 2t ® t. On 
the other, when the spatial hypersurfaces I/Jc are considered, 
it is the induced metric g; which is often used, its (contravar
iant) spatial inverse g;- , being given by 
g;- '_g* - I <P 1- 2<p * ® <P *. But a system of synchronized 
observers is characterized by the set of these two elements, 

B. Coli and C. Moreno 1246 



                                                                                                                                    

s * and ¢J, and, consequently, there is no a priori preference, 
in this case, for anyone of the two spatial metrics gq or gi . 
The nature of every particular problem will suggest the best 
spatial metrics to be considered. In the present paper, we are 
led to take, as suitable spatial metrics g, those conformal to 
the quotient metric: g = Agq . \3 

If 'Q denotes the tensor obtained by matrix transposi
tion of a second-rank tensor Q, we obtain '17'; = 71's' 
'17';; = 17';, owing to their adjoint character. 17'; and 17'5 may be 
extended, in the usual way, to the contravariant and covar
iant tensors respectively. In particular, for second-rank ten
sors Q, we have 

17';Q* = 17';XQ * X '17'; = 17'; XQ * X 17';; , 
(7) 

17'sQ = 71's XQ X '71's = 17'{; XQ X 17'; , 

where X is the cross product (i.e., contraction over the adja
cent indices of the tensorial product). Then, it is easy to see 
that the contravariant tensor 17';g* is nothing but the spatial 
inverse of the quotient metric gq' while the covariant tensor 
17' sg is precisely the induced metric gi : 

* * X * X -I (8) 17'q,g gq = 17'q,' 17';;g gi = 17'{; . 

The arbitrariness of the spatial metrics that can be as
signed to a system of synchronized observers entails that of 
the spatial volume elements. The quotient and induced vol
ume n-forms attached to the respective spatial metrics may 
be written 

(9) 

1] being the volume (n + I)-form of (Vn + I ,g). Nevertheless, 
for our particular problem, it is convenient to associate with 
every system of synchronized observers [s *;¢J J a spatial vol
ume n-form r, orthogonal to S * and such that the standard 1-
form (/) attached to ¢J by (6) is a Leray's form: 

i(s *)r, = 0 , 1] = (/) A r, , 
where A denotes the exterior product; r, is then given by 

r, = Id¢J 1
2i(S *)1] . (10) 

All the spatial volume n-forms that can be attached to a 
system of synchronized observers are, of course, conformal 
to r,; hereafter, we shall write 1]/-, 1lr,.14 

(f) From [2"(s *),d] = 0 and 2"(S *)g* 
- (2"(S *)g)*, 15 it follows that 

2"(S *)ld¢J 12 = 2"(s *)(g*(d¢J,d¢J)) 
= (2"(s *)g*)(d¢J,d¢J ) 

= - (2"(s *)g)*(d¢J,d¢J ) 
= - P(d *¢J )2"(s *)g. (11) 

Also, from [2"(s *),i(s *)] = 0 and the well-known relation 
2"(s *)1] = - 85 , 1], where 8 is, except for sign, the diver
gence operator (in local charts, 85 = - V pS P), we have 
2"(s *)i(s *)1] = - 8s . i(s *)1]. Thus, taking the Lie deriva
tive in (10), we get 

where the 2-covariant tensor field L (S) is given by 

L (5) 2'(5 *)g + 8s . g . 
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(12) 

(13) 

Now, it follows from (12) that 

2'(s *)1]/-, = 2'(s *)( Ilr,) 
= [2'(5 *)lnll - Id¢J 1- 2p(d *¢J)L (s)J '1]/-, ' 

that is to say, 

2'(s *)1]/-, = - Id¢J 1- 2i(d *¢J )(Z/-, - d lnll '1]/-,), (14) 

Z/-, being the I-form defined by 

Z/-,=17'{;d lnll + i(d *¢J)L (s). (15) 

The 2-covariant tensor field L (S) and the I-form Z/-" 
defined respectively by (13) and (15), will play an important 
role in the remainder of this paper. 

III. DECOMPOSITION OF THE LAPLACE OPERATOR 

(a) Let us consider a system of synchronized observers 
[s *;¢J J, endowed with the spatial metric g conformal to the 
quotient metric gq' g==A.gq . 

It is well known that, for the class 'G' (s *;¢J ) oflocal 
charts adapted to S * and to ¢J, the determinants of the Lor
entzian and quotient metrics are related by ~ = Is 12 ~q' so 
that we have 

9: = (AA )2~, 

where 

A =Isl-IA In - 2)/2. 

(16) 

(17) 

For the elements v* of L (¢J ), the Lie algebra ofthe vector 
fields tangent to the hypersurfaces ¢Jc' we shall consider the 
operator ~ defined by 

~v* -liv* - 2'(v*)ln(AA ) . (18) 

In the local charts of 'G' (5 *;¢J ), where the first component of 
v* vanishes, (18) may be written, on account of(16), 

(19) 

so that the operator ~ is, except for sign, the divergence oper
ator on the hypersurfaces ¢Jc associated with the spatial metric 
g. 

Moreover, the operator d on the exterior forms of 
Vn + I , defined by 

da-17'sda, (20) 

represents the exterior derivative on the hypersurfaces ¢Jc of 
the corresponding induced exterior forms. 

(b) Now we can consider the Laplace operator Lin asso
ciated with the spatial metric g on the hypersurfaces ¢Jc' On 
the functions u, it takes the form 

(21) 

Let us evaluate J n u in terms of intrinsic differential 
operators over (Vn + I ,g). According to (7) and (8) and taking 
into account (20), we have 

g-I(du) = (1/A )gq-I(du) 

= (1/A )(~Xg*X17's)(du) 

= (1/A )(~Xg*)(17'sdu) 
= (1/A)(~ Xg*)(du) = (1/A )~d *u, 

whered * u g*(du) is the vector field associated by g with the 
I-form duo From (21) we thus have 
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IlJnu = Il8((l/Il )n1d *u) = 8(n1d *u) 

+ 2'(1T:d*u)lnll 

or, using the definition (18) of 8, 

with 

IlJnu = c5 (n1d *u) - 2'(n1d *u)ln A . 

From the definition (3) of n1, we have 

1T:d *u = d *u - (d¢,d *u). s * , 

(d¢,d *u) = (d *¢,du) = (d *¢,1Tsdu) 

= (1T:d *¢,du) = 2'(n1d *¢ )u , 

(22) 

and, then, the first term of the second member ofEq. (22) 
may be written as 

c5 (n1d *u) = c5 (d *u - 2'(n1d *¢)u. S *) 

= c5d *u - 2'(n1d *¢)u . c5S 

+ 2'(S *)2'(n1d *¢ )u , 

that is to say, 

c5 (1T:d *u) = c5d *u - c5s' 2'(n1d *¢)u 

+ 2'(n1d *¢ )2'(5" *)u + 2'( [S *,n1d *¢ ] lu. 
(23) 

On the other hand, by virtue of the mutual adjoint char
acter of 1Ts and 1T:, the last term ofEq. (22) is 

2'(1T:d*u)lnA = (1T:d *u,d InA ) 

= (d *u,1Tsd InA ) 

= (d *u,d In A ) = (du,d*lnA) 

= (1Tsdu,d*lnA) = (du,1T;d*lnA), 

that is, 

2'(1T:d *u)ln A = 2'(1T:d * In A )u . 

Let us introduce the I-form ZA defined by (15), 

ZA=dlnA + i(d*¢)L (S), 

and make use of the definition (13) of L (S ); we have 

ZA = d In A + c5S' d¢ + i(d *¢ )2'(S *)g 

= d In A + c5S . d¢ - g(2"(S *)d *¢) 

or, in contravariant form, 

Z ~ = d * In A + c5S . d *¢ - 2'(S *)d *¢ . 

It follows that 

(24) 

1Tfd * In A = 1T:Z ~ - c5S . 1T:d *¢ + 2"(S *)(1T;d *¢ ) 
(25) 

because of 2"(S *)1T: = o. On the basis of Eqs. (24) and (25), 
the last term of Eq. (22) may be written 

2'(n1d * u)ln A = 2'(1T;Z ~)u - c5S . 2'(1T;d *¢ )u 

+ 2'([S*,n1d*¢ ])u. (26) 

Now, with the aid of(23) and (26), Eq. (22) takes the 
form 

IlJ n u = c5d * u - 2"(1T;Z ~)u 
+ 2'(1T;d *¢ )2'(S *)u , (27) 

where 

c5d *u = c5(du - 2'(S *)u . d¢) 
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=.I n + 1 u - 2'(g *)u ·.In + 1 ¢ 
+ 2'(d *¢ )2'(S *)u . 

Since 1T:d *¢ = d *¢ - Id¢ 12 . S *, the last term of this rela
tion may still be written as 

2'(d *¢ )2'(S *)u = 2'(n1d *¢ )2'(S *)u 

+ Id¢ 122'2(s *)u ; 

thus, we finally obtain for Jnu the expression 

IlJnu =.In + 1 u - 2'(n1Z~)u 
-.I n + ) ¢ . 2'(S *)u 

+ 22'(1T:d *¢ )2'(S *)u + Id¢ 122'2(S *)u . 
(28) 

This result may be summarized in the following form: 
Theorem 1: With respect to a system of synchronized 

observers! S *;¢ J, endowed with a spatial metric g = Ilgq , 

the Laplace operator .J n + ) u of the functions u over 
(Vn + ) ,g) admits the decomposition 

where Nand M, which are, respectively, first and second
order differential operators on every hypersurface ¢c, are 
given by 

N -Id¢ 1- 2(.J n +) ¢ - 22'(1T;d *¢)), 

M=ld¢ 1- 2(IlJn + 2'(1T;Z~)). 
(c) Consider now our system of synchronized observers 

endowed with an arbitrary spatial volume element 1/J-t con
formal to the standard one defined by Eq. (10): 1/J-t J.lT!. 

We may then define, for suitable)6 functions a, /3, a 
global product on every hypersurface ¢c : 

(29) 

Let v* be a vector field belonging to the Lie algebra L (¢ ): 
v* = 1T;V*. We shall need the following result: 

Lemma 1: The formal adjoint, with respect to the mea
sure 1/J-t' of the operator Id¢ 1-2 2'(v*) on functions, is given 
by 

adJ-t Id¢ 1- 2 2'(v*) = - Id¢ 1- 2(2'(v*) 

- c5v* + 2'(v*)ln J.l) . 

Proof Let c5J-t be the divergence operator associated 
with the volume element 1/J-t' i.e., such that, for suitable)7 
z*EL (¢), 

r c5J-tz*, 1/J-t = 0 . 
)<Pc 

Starting from the identity c5J-t (lv*) = f c5J-t v* - 2'(v*)f, we 
obtain 

(2'(v*)a,{3)J-t = L2'(v*)a./31/J-t 

= i (2'(v*)(a/3) - a2'(v*V' )1/J-t 
<Pc 

= i (a/3c5J-t v* - a2'(v*)f3 )1/J-t ' 
<Pc 
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that is 

(.!f(u*)a,/3)" = (a,o" u* . /3)" - (a,.!f(v*)f3)" . (30) 

But, according to (10), we havel1/l = J.lld,p 12i(S *)11, while for 
the volume element if associated with g we have, from (16) 
and (19), if = AAi(S *)11. It follows that, for 0/l' the relation 
(18) takes the form 

0/lu* = ov* - .!f(u*)ln(J.lld,p 1
2
). (31) 

The elimination of 0/l v* by means of (30) and (31) yields 

ad" .!f(v*) = - .!f(u*) + ou* 
_ .!f(v*)ln(J.lld,p 1

2
), 

and, thus, for the operator Id,p 1- 2.!f(v*), we have 

(Id,p 1- 2.!f(v*)a,/3)" 

= (.!f(v*)a,ld,p 1- 2/3)" 

= (a,(ad/l.!f(v*))( Id,p 1-2/3)" 

= (a, - .!f(v*)( Id,p 1-2/3) 

+ Id,p 1- 2(ov* - .!f(v*)ln(J.lld,p 12)lf1)" 

= (a,Id,p 1- 2
( - .!f(v*) + ou· 

- .!f(v·)ln J.l).8) /l ' 

which proves the lemma. 
(d) Now let us consider the operator N of Theorem 1. Its 

adjoint is given by 

ad"N = Id,p 1- 2.1 n -I- J,p 

- 2ad,. Id,p 1-2 .!f(1T:d·,p ) , (32) 

where, according to the preceding lemma, 

ad/lld,p 1- 2 .!f(~d *,p ) = - Id,p 1-2 .!f(~d *,p ) 

+ Id,p 1-2(0 (1T:d *,p) - .!f(~d *,p )lnJ.l). (33) 

The second term within the brackets takes the form 

.!f(1T:d*,p )lnJ.l = (1T:d *,p,d InJ.l) 

= (d *,p,1Tt d InJ.l)=i(d *,p )1Tsd InJ.l, 

while, with the aid of the relation (II), the divergence term 
may be written 

o (1T:d *,p ) = o(d *,p - Id,p 125 *) 

=.1 n -I- l,p - Id,p 1205 * + .!f(S *)Id,p 12 
=.1 n -I- l,p - P(d *,p )(05 * . g) - P(d *,p ).!f(s *)g 

= Lin -I- l,p - P(d *,p )L (5) . 

Hence, referring back to the definition (IS) of the I-form Z/l' 
we have 

o (1T:d *,p ) - .!f(~d *,p )In J.l 

= Lin -I- l,p - i(d *,p )Z" . (34) 

From (32), (33), and (34), it follows that 
Proposition 1: With respect to the measure 11/l' the for

mal adjoint of the operator 

N=ld,p 1- 2(.1 n -I- l,p - 2.!f(~d *,p)) 

on every hypersurface <Pc is given by 

ad/lN = - N + 21d<p 1- 2i(d *<p )Z/l . 

(e) Let us now evaluate the formal adjoint of the opera
tor M of Theorem 1. We have seen that the measure if asso
ciated with the spatial metric g on every hypersurface <Pc is 
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given by if = AAi(S *)11 so that, according to (10), we have 
if = AA Id<p 1-2J.l- 111/l' Moreover, it is evident that 
(a,/3 )" = (a,J -1/3) l/l for all/such that/Ix) #0; thus, tak
ing/==.tl.A 1J.lld,p 1

2
, we may write, for the operator 

Id,p 1- 2AJn , 

(Id<p 1-2AJ n a,/3)" 

= (Jna,jd<p 1- 2,1./3)" 

= (Jna,J-lld,p 1- 2,1./3)/" 

= (Jna,J.lA -1/3)/" = (a,Jn(J.lA -1/3)//l 

= (a,JJn(J.lA -1/3)" 

= (a,J.l-IA (Id,p 1- 2AJ'n)(J.lA -1/3)" ' 

which shows that the necessary and sufficient condition for 
Id<p 1-2AJ n to be self-adjoint for the measure 11/l is 

J.l-IA = h (,p), (3S) 

where h (,p ) denotes any arbitrary nonnull function on Vn -I- I , 

constant on every hypersurface,pc . Consider for a moment a 
A verifying (3S); in such case, we have ZA = Z/l and, accord
ing to Lemma I, 

ad/lM = ad/lld,p 1-2(AJ'n + .!f(~Z!)) 
= Id,p 1-2AJ n - Id,p 1-2(.!f(~Z!) 

- o(~Z!) + .!f(~Z!)lnJ.l), 
that is to say, 

ad"M = M - Id,p 1- 2(2.!f(1T:Z!) - 0 (1T:Z!) 

+ .!f(1T:Z!) InJ.l). (36) 

But Theorem I states that M does not depend on A, and so 
neither does its adjoint with respect to the measure 11/l: (36) is 
thus valid for all A, whether solutions of Eq. (3S) or not. We 
have thus proved: 

Proposition 2: With respect to the measure 11/l' the for
mal adjoint of the operator 

M=ld,p 1-2(AJ'n + .!f(1T:Z!)) 

on every hypersurface,pc is given by 

ad/lM = M - Id,p 1- 2(2.!f(1T:Z!) - O(1T:Z!) 

+ .!f(~Z!)lnJ.l). 

IV. FIRST-ORDER FORMULATION 

(a) Consider a second-order differential equation of the 
Klein-Gordon type, namely, 

Lin-l-IU-KU=O, (37) 

where K is a positive function on Vn -I- I' K(X) > 0 't/ x. It is 
well known that Eq. (37) may be obtained as the Euler-La
grange equations of a standard variational principle, 
whereby the energy tensor is given by 

T(u) = du ®du - Hg*(du,du) - Ku2]g. (38) 

The fact that T(u) is not divergence-free for K#const is not 
essential here. 

According to Theorem 1, with respect to an arbitrary 
system of synchronized observers [5 *;</J J, Eq. (37) may be 
written 

B. Coli and C. Moreno 1249 



                                                                                                                                    

where 

MK=M - Id</J 1-2K . (40) 

But, in any chart of the class '1§'(s *;</J ), the Lie derivative 
reduces to the time derivative, .2'(5 *)=d /dt, so that Eq. (39) 
takes the form 

d 2a da 
--2 =N-+MKa, 
dt dt 

or, as a first-order system, 

with 

dX =TX 
dt 

X=(:) , 
da if_-, 
dt 

(41) 

Weare thus led to consider the space f¥ -I X I of pairs of 
functions at every instant </Jc. This is the space of Cauchy 
data for Eq. (37). 

(b) With respect to the system of observers 5 *, we associ
ate with every solution a ofEq. (37) the energy-momentum 
density Pta) given by 

P(u)=i(s *)T(a) , 

where T(u) is the energy-tensor (38). The energy density e(u) 
relative to the synchronized system Is *;</J I is then defined by 

e(a)-i«/> *)P(u) , (42) 

where </> is the I-form (6) attached to the synchronization </J 
of 5 *. Thus, in a domain fl", of any instant </Jc' the total 
energy E (u) relative to the measure 1/1-' is 

E (u) = ( e(u)1/I-" (43) 
Jnq, 

In particular, if fl = 1, i.e., if the measure is the one defined 
by the spatial volume element r, given by Eq. (10), the corre
sponding total energy E (u) is 

E (a) = ( e(u)r, = ( i(</> *)i(s *)T(a) . Id</J 12i(S *)1/ 
Jn~ Jn~ 

= ( i(d *</J )i(s *)T(a) . its *)1/ , 
Jn~ 

or, in local charts of'1§' (5 *;</J ), 

E(u) = ( Tg( - 9')1/2 dxn , 
Jnq, 

which shows that E (a) is the usual total energy in the stan
dard cases. 

If Z : denotes the vector field associated by g with the 1-
form ZI-' defined by Eq. (15), we have the following result: 

Proposition 3: At every instant </Jc of a system of syn
chronizedobservers Is *;</J I, the total energy E (a) relative to 
the measure 1/1-' is given by 

2E(u) = (.2'(s*)u,.2'(s*)u)1-' - (MEu,u)1-' ' (44) 

where 

ME-MK -Id</J 1-2.2'(1T:Z!). (45) 
Proof From Eqs. (42) and (38), it follows that 

e(u) = Id</J 1-2(.2'(5 *)u . (d</J,du) 

- !(du,du) + !Ku2) 
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or, by the definition (20) of d, 
2e(u) = .2'(5 *)u . .2'(5 *)u 

- Id</J 1-2((du,du) - Ku2) . 

We thus have 

2E(u) - (.2'(s*)u,.2'(s*)u)1-' - (Id</J 1- 2Ku,u)1-' 

= J Id</J 1-2(du,du)1/I-'=I. (46) 

Now, using the conformal spatial metricg and integrating by 
parts, we have 

1= J g-l(du,d(flA -Iu))i) 

-J g-I(du,d (flA - I ))ai)==:/1 - 12 . 

The first integral may thus be written 

11= J Jna 'flA -lui) 

J 2 -
= 1#1- A.Jnu'u1/I-" (47) 

and, if the scalar product on Vn + I and the measure 1/1-' are 
restored, the second one takes the form 

12 = J Id</J 1-2(du,d In( flA -1))u1/1-' 

= J Id</J 1-2(du,1T:d * In( flA -1))u1/1-' ' 

or, according to the expression (25), valid for all A, 

12 = J 1# 1-2(.2'(1T:Z !)u 

- .2'(1T:Z ~ )a)u1/1-' . 

Then, the relation (44) follows from Eqs. (46)-(48). 
The quadratic form E (u) induces the bilinear form 

E(u,u') by 

2E (a, u')-(.2'(S *)u, ,21'(5 *)u') I-' 

(48) 

- (MEa,u')1-' ' (49) 

which defines a product ( , ) E on the space R" = I X I of 
Cauchy data considered above: if X (a, if) and X '=(u' ,,/) 
are two elements of R", then 

(50) 

This we shall call the energy product on R". 
Let us evaluate the formal adjoint, adE T, of the opera

tor Twith respect to this energy product. A straightforward 
calculation gives 

adET= - (adl-'°ME _ ~I-'N)' 
where the operator A is defined by the relation 

adl-'MK = (adl-'ME)A . 

Taking into account Propositions 1 and 2, Lemma 1, and the 
fact that ME is self-adjoint with respect to 1/1-" and putting 
A =Id - Id</J 1-2H, one can show that: 

Proposition 4: The formal adjoint of the operator Twith 
respect to the energy product is given by 
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adET= -T+ld</JI-2V, 
where 

v=C~(~Z!) 2X'~!)</J) 
and H is the operator implicitly defined by 

MEH=adll [Id</J 1-2X'(1T:Z!)] . 

(51) 

In the Minkowskian case, and with respect to inertial 
systems of synchronized observers, the operator T, which 
characterizes the evolution form (41) of the Klein-Gordon
like equation (37), is skew-self-adjoint with respect to the 
energy product. From Proposition 4, it is clear that this is not 
true, in general, if we change either the synchronized system 
of observers or the Lorentzian manifold. For the reasons 
mentioned in the Introduction, we are interested in the situa
tions under which the skew-self-adjoint character of Tis 
maintained. Taking into account Propositions 1,2,4, and 
Eq. (45), one can easily prove: 

Proposition 5: For the operator T to be skew-self-adjoint 
with respect to the energy product, it is necessary and suffi
cient that the operators M and Nbe respectively self-adjoint 
and skew-self-adjoint with respect to the measure 1]1' or, 
equivalently, that the I-form ZI' be zero. In such case, the 
operators ME and MK coincide. 

Note the role of the function K: It merely insures the 
definite character of the energy bilinear form (49), and has no 
influence on the skew-self-adjoint ness of T, as follows from 
the preceding proposition. This latter property is related 
only to the "Laplacian" structure of Vn + 1 , i.e., to the metric 
structure (Vn + I ,g). 

V. ADJOINT SYSTEMS OF SYNCHRONIZED 
OBSERVERS 

(a) In this section, we shall consider any Lorentzian 
structure (Vn + I ,g) on a manifold Vn + 1 as being associated 
with a set of second-order equations of the Klein-Gordon 
form parametrized by an arbitrary function K. As we have 
seen in the preceding section, for each system of synchro
nized observers, the structure (Vn + 1 ,g) determines the set of 

operators T defining the first-order evolution form of every 
equation of the former set. 

Definition 1: A system of synchronized observers 
15' *;</J 1 will be called an adjoint system ifit can be endowed 
with a measure 1]1' such that the operators Tbe skew-self
adjoint with respect to the corresponding energy bilinear 
form. 

By Proposition 5, a system of synchronized observers 
15'*;</J 1 will be adjoint iff the I-form ZI' is zero, i.e., iff 

i(5' *)ZI' = 0 , (52a) 

1TsZI' = 0 . (52b) 

With the definition (15) of ZI" (52b) may be written 

dlnll= - 1Tsi(d*</J)L(5') , (53) 

and thus, it must be verified at every instant </Jc. The neces
sary and sufficient local integrability condition for (53) is 
then 

d1Tsi(d *</J )L (5') = 0 , 

or, by Eq. (52a) and definition (20) of the derivative d, 
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di(d *</J )L (5' ) + i(5' *)di(d *</J )L (5' ) /\ d</J = 0 , 

which may be written in the equivalent form 

d</J /\di(d *</J)L (5') = O. 

We thus have 

(54a) 

(54b) 

Theorem 2: For a system of synchronized observers 
15' *;</J 1 to be adjoint, it is necessary and sufficient that 

i(d *</J )i(5' *)L (5') = 0 , (55a) 

d</J /\di(d *</J)L (5') = O. (55b) 

It is interesting to remark that the measure 1]1' does not 
appear in the determination of the adjoint systems. Thus, 
they depend only on the Lorentzian structure (Vn + I ,g). 

(b) Let It *;¢ 1 and 15' *;</J 1 be two systems ofsynchro
nized observers related by a pure timellke transformation 
[see Sec. II(c)), i.e., such that</J = F(</J ),5' * = (FT 15' *. Adi
rect calculation shows that 

X'(t *)g = (1/ F')X'(5' *)g 

- (F" / F '2)(d</J /\ 5' + 5' /\ d</J ) 

and then, as tr[X'(5' *)g) = - 285' *, 

8t * = (1/F')85' * + F" /F'2. 

It follows that 

L (t) = (1/F')L (5') 

+ (F" / F '2)(g - d</J /\ 5' - 5' /\ d</J ) , 

and thus 

i(d *¢ )L (t) = i(d *</J )L (5' ) 

- (F"/F'2J1d</J 125'. 
Ifboth systems are adjoint, from the condition (54a), it must 
be that F" = 0 and, for such an F, the condition (54b) is 
identically satisfied. We then have 

Proposition 6: The only pure timelike transformations 
admitted by the adjoint systems of synchronized observers 
are linear transformations. 

This proposition says that the time parameter is affine 
for adjoint systems, just as for Killing systems of observers. 

(c) Consider now an orthonormal system of synchro
nized observers 15' *;</J 1 [see Sec. II(d)). We then have 
5' = Id</J 1-2d</J, and it follows that 

X'(5' *)g = Id</J 1-2(X'(d *</J )g - d In 1 d</J 12 
® d</J - d</J ® d lnld</J 12) 

and thus 

85' * = Id</J 1-2(8d</J + X'(d *</J )lnld</J 12) . 
From these expressions, we obtain 

i(d *</J )L (5' )=i(d *</J )X'(5' *)g + 85' . d</J 

= Id</J 1-2(X'(d *</J )d</J - Id</J 12d Inld</J 12 
+ 8d</J . d</J) , 

but, as X'(S *)</J = 1, it follows that X'(d *</J )d</J 
= dX'(d *</J)</J = d 1# 12, and we may write 

i(d *</J )L (5') = t1 n + I </J . 5' . (56) 

For adjoint systems, the condition (55a) imposest1 n + I </J = 0 
and, for such a </J, (56) implies that the condition (55b) is 
identically verified. We have thus proven: 

Proposition 7: For an orthogonal system of synchro-
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nized observers to be adjoint, it is necessary and sufficient 
that the synchronization function ¢ be harmonic: 
.::in + I ¢ = O. 

Since there are always local solutions to the harmonic 
equation, we have, as a consequence: 

Theorem 3: All Lorentzian structures (Vn + 1 ,g) admit 
local adjoint systems of synchronized observers. 

(d) A spatial volume element 1]" fJi!, where i! is given 
by Eq. (10) and fJ satisfies 

Z" =1Tsd InfJ + i(d *¢)L (s) = 0, (57) 

will be said to be admissible for the adjoint system of syn
chronized observers [s *;¢ ]. It is clear from Eq. (57) that iffJ 
and fl define two admissible volumes 1]" and 1] p. then they 
are related by fJ - fl = r(¢ ), where r(¢ ) is a constant function 
on every instant ¢e . 

From Eq. (14), we see that an admissible volume ele
ment1]" for an adjoint system [s*;¢] willbes*-invariantiff 

2"(d *¢ )fJ = 0 . (58) 

In such a case, contracting Eq. (57) with d¢, we find 

2"(S *)In fJ = Id¢ 1- 2P(d *¢ )L (S) 

so that Eq. (57) may be written 

d In f1- - i(d *¢ )L (s 1 
+ 1# 1- 2P(d *¢ )L (s) . d¢ = 0 . (59) 

Equations (58) and (59) are equivalent for adjoint systems. 
The local integrability condition for Eq. (59) is 

di(d *¢ )L (s) - d( Id¢ 1- 2i2(d *¢ )L (s)) 1\ d¢ = 0 , (60) 

from which, by contracting with S *, we obtain 

x(s *)i(d *¢)L (s) + d(l# 1- 2p(d *¢)L (s)) = O. (61) 

Equations (60) and (61) are equivalent via Eq. (54). We thus 
have proven 

Proposition 7: The adjoint systems of synchronized ob
servers for which an admissible spatial volume element 1]" 
can be found such that 2"(s *)1]" = 0, satisfy the condition 

2"(s *)i(d *¢)L (s) + d(ld¢ 1- 2P(d *¢)L (s)) = O. 

According to Theorem 2, a sufficient condition for a 
system of synchronized observers [s *;¢ ] to be adjoint is 

i(d *¢ )L (s ) = 0 . (62) 

Such a system is said to be a simple adjoint system. From the 
preceding proposition and Eqs. (15) and (12), it follows that 

Proposition 8: Simple adjoint systems are the only ad
joint systems for which i! is an admissible volume element. i! 
is then a S *-invariant volume element. 

The class of simple adjoint systems was originally consi
dered in Ref. 3. 

VI. ADJOINT SYSTEMS OF OBSERVERS 

(a) The adjoint systems of observers are, in a certain 
sense, an integrable 18 generalization of the Killing fields: 
From Theorem 2, it is clear that the Killing observers (time
like Killing vector fields) always generate adjoint systems of 
synchronized observers. But if S t is a Killing system of ob
servers, all the pairs (s t;¢ ], where ¢ is such that 
!f(t t)¢ = 1, are adjoint systems of synchronized observers. 
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We are thus led to introduce the following definition: 
Definition 2: A system of observers S * will be said to be 

an adjoint system of observers if, for every synchronization 
function¢, 2"(S *)¢ = 1, the pair [s *;¢ ] isan adjoint system 
of synchronized observers. 

Thus, in particular, the Killing systems of observers are 
adjoint. But, as we shall see, they are not the only ones to 
have this property. 

(b) Let [s *;¢ ] be an adjoint system of synchronized ob
servers, Y(s *) the space of synchronization functions for S *, 
and Y(s *) that of the S *-invariant functions: 
t{!EY(S *)<=>2"(s *)t{! = 1, hEY(S *)<=>2"(S *)h = O. 

Linearizing Eq. (55a) in a neighborhood of ¢, we have 

i(d *h )i(s *)L (s) = 0 , 

where hEY(S *); it follows that, for S * to be an adjoint sys
tem, we must have its *)L (s) = As, together with Eq. (55a), 
which implies that 

its *)L (s) = O. (63) 

(63) is a necessary and sufficient condition for (55a) to be 
verified for all t{!EY(S *). 

Similarly, linearizing Eq. (54), we have 

di(d *h)L (s) + its *)di(d *h)L (s) I\d¢ 

+ its *)di(d *¢ )L (s ) 1\ dh = 0 (64) 

with hEY(S *). At a pointXEVn + l' take dh Ix = 0; then, on 
account ofEq. (63), Eq. (64) reduces to 

Vdh XL (s) - L (s)XVdh 

+ its *)(Vdh XL (s)) I\d¢ = 0, (65) 

where X is the cross product [see Sec. II(e)]. In an arbitrary 
local chart, with Laf3 denoting the components of L (s), Eq. 
(65) may be written 

~pL ~(D; - s o-J,,¢ )Jo-ph = 0, 

where D ~p is a Kronecker determinant; and thus, in a local 
chart of the class 'G' (s *;¢ ), this equation reduces to 

D~pL ~D~Jijh = 0, (66) 

where Latin indices take the values I, ... ,n. For all hEY(S *) 
such that dh Ix = 0, Eq. (66) implies 

L~D~ +L~D; -L;D~ -L~D~ =0, 

whose solution is 

L ~ = (lIn)tr[L (S)] . D~ , 

which may be written in arbitrary local charts in the form 

Lf3 _t.-f3J A.LP 
a !:I p«f' a 

= (lIn)tr[L (s )](~ - JAs f3) 

or, in intrinsic notation, 

L (s) - i(d *¢ )L (s) ® S 
= (Iln)tr[L (s )](g - d¢ ®s)· (67) 

By linearizing (67) again in the neighborhood of ¢, we obtain 

i(d *h)(L (s) - (lIn)tr[L (s)] . g) = 0, 

and, consequently, 

L (S) - (lIn)tr[L (S)J . g = a ® S , 
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which implies 

a = - (lin Is 12)tr[L (5)] . 5 . 
Thus, we must have 

L (5) = (lIn)tr[L (5)][g - (1115 12)s®s] . (68) 

(68) is a necessary condition for (54) to be verified for all 
I/JEY(s *), but it is not sufficient: applying operators di(d *cp ) 
to (68), we have 

di(d *cp)L (5) = (lIn)d tr[L (5)] I\dcp 

- (lIn)d(ls 1-2 tr[L (5)] . 5) 

which, by imposition of (55b) 't/ cpEY(S *), gives 

d(ls 1-2 tr[L (5)] . 5) = o. (69) 

Conversely, ifEqs. (68) and (69) are verified, then (55) is iden
tically verified for all I/JEY(s *). Then, as tr[L (5)] = - 2bs 
+ (n + 1)155 = (n - 1)85, we have 

Proposition 9: A timelike vector field 5 * defines an ad
joint system of observers iff it is such that 

(70a) 

and 

(70b) 

(c) From the above proposition it is evident that not all 
Lorentzian structures admit such a vector field 5 *. In order 
to have an idea of the restrictions imposed by Eqs. (70), let us 
formulate them in terms of geometric congruences or, equiv
alently, in terms of unitary vector fields. 

Let us writes *-e - T. u* with lu*1 2 = 1. A direct cal
culation gives 

L (5) = e- T[2'(U*)g + (8u + T)g 

- dT ® u - u ® dT] (71) 

with T=2'(u*)T. It followsthattheequationi(s *)L (5) = 0 
is equivalent to 

dT = a + 8u . u , (72) 

where a=2'(u*)u is the proper acceleration of u*. With the 
aid ofEqs. (71) and (72), Eq. (70) may be written 

2'(u*)(g - u ® u) = - (2/n)8u(g - u ® u) , (73a) 

d(8u. u) = O. (73b) 

Actually, it is easy to see that systems! (72),(73) J and! (70) J 

are equivalent. The local integrability condition for (72) is, 
on account of (73b), da = 0, but (73b) may also be written 

8u(a 1\ u + du) = 0 . (74) 

If 8u = 0, (73a) tells us that u* is a rigid field in the Born 
sense and then, as is well known, the condition da = 0 im
plies that it is necessarily a Killing field. If 8u #0, by taking 
the Lie derivative of (74), we get 

2'(u)a 1\ u + da = 0 

so that da = O¢:?Y(u*)a = O. We thus have 
Theorem 4: The unitary vector fields u* associated with 

the adjoint systems of observers are the conformally rigid 
fields, 

2'(u*)(g - u ® u) = - (2/n)8u(g - u ® u) , 
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which, in addition, verify 

d (8u . u) = 0, 8u· 2'(u*)a = 0 . 

Thus, the function T characterizing the adjoint system 5 *, 
5 *=eT u*, is given, apart from an additive constant, by 

dT=a+8u·u. 

The class of space-times which admit conformally rigid 
vector fields is very important in general relativity. It con
tains, in particular, all the Robertson-Walker space-times 19 

and the Thompson-Witrow20 space-times (i.e., nonstation
ary, spherically symmetric perfect fluids). 

(d) It is easy to see, from Eq. (70), that only the adjoint 
systems of observers 5 * for which 85 = 0 are Killing fields. 
Let us consider the case 85 #0: Eq. (70b) tells us that there 
exists a family of hyper surfaces orthogonal to 5 *; taking its 
local equation to be of the form cp (x) = const with cpEY(S *), 
we have 

Is 1-2tJs . 5 = - Y(s *)In B . dcp , 

where B is a constant function on every instant CPc =(cp (x) 
= const ), say B = B (cp ). It follows that 

tJs = - 2'(5 *)In B , (75) 

and, of course,s = Is 1- 2dcp. Moreover, from the definition 
of L (5) and Eq. (70a), we have 

2'(s*)g= -(tJsln)[g+(n-l)lsI2dcp®dcp]. (76) 

Now take a local chart of the class CG'(s *;cp). We there have 
cp = xu, 5 * = Jo-s = tJ~, and, thus, Jacp = tJ~, gOi = 0, 
goo = Is 12. Equations (75) and (76) become 

Join 19' I 1/2 = JoIn B (XO) , 

JrlJaf3 = -(lIn)JolnB(xO)[gaf3 

+ (n - l)goo~~] , 

which may be integrated yielding 

9' = B 2(XO) . h (x') , 

goo = B (XO). a(x') , 

gij = - B I/n(xO). a(x') ·fij(x'). 

These relations are compatible because, from the identity 
9'=="detgaf3 = goodetgij it follows that 

h (x') = - an + I(X'). det[fij(x')] . 

Thus, in those charts, we have 

g = a(x') [B (xO)dxO ® dxo 

- B I/n(x°)j;j(x')dxi ® dx j ] . 

The vector field 5 *-Jo defines an adjoint system of observ
ers both for the metricg and for the (generalized) Robertson
Walker metric 

g R W - B (xO)dxO ® dxo - B lin (x0)j;j (x' )dXi ® dx j , 

where the usual "cosmic time" t is related to the "adjoint 
time" XO by dt = B 1/2(xO)dxo. We have thus 

Theorem 5: A Lorentzian metric g admits adjoint sys
tems of observers other than the Killing ones iff it is confor
mal to a Robertson-Walker metric gR wand the conformal 
factor is invariant by 5 *: g = agRw , 2'(5 *)a = o. 
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VII. REMARKS ON THE GENERAL CASE 

(a) The adjoint systems of synchronized observers con
sidered in Sec. V are, by Proposition 5, those for which the 
operators M and N characterizing the evolution form of the 
Laplace operator are respectively self- and skew-self-adjoint 
with respect to some suitable measure. In Sec. IV, we have 
seen that this property is intimately related to differential 
equations of the Klein-Gordon type. Here we shall see how 
the above method may be extended to the general case. 

A general second-order hyperbolic linear equation in a 
(domain of) lRn + I may be written, in invariant form 21 

.an + I U + y(e *)u + Ku = 0, (77) 

where.a n + I is the Laplace operator defined by the metric 
associated with the hyperbolic character of the equation, and 
e * and K are respectively a vector field and a scalar function. 

From Theorem 1, it follows that with respect to each 
synchronized system [; *;¢ l, Eq. (77) may be written in the 
form 

1# 12( - 1'2(; *)u + NeY(; *)u + M"eu) = 0, (78) 

where the operators Ne and MK,e are given by 

Ne-N + Id¢ 1- 2 ,Y(e*)¢, 

M"e=Me - Id¢ 1- 2
K, (79) 

Me M + Id¢ 1- 2 2'(1Tte *). 

Thus, Eq. (52) admits the first-order evolution form (41) with 

T=(M~,e ~:). (80) 

From Propositions I and 2 and Lemma I, it is easy to 
see that with respect to the measure 171'" the formal adjoints of 
the operators Ne and M K.e are given by 

adl"Ne = - Ne + 21d¢ 1- 2 Y(Y;)¢ 

adl"MK,e =MK,e -Id¢ 1- 2(2Y(1Tt Y ;) 

- (1/Il)b (ll 1Tt Y;)) , 

(81) 

where 

Y; z;+e* (82) 

In the Klein-Gordon case, we associate with the opera
tor MK the self-adjoint operator ME by Eq. (45), namely, 

ME MK + Id¢ 1- 2 Y(1TtZ;). (83) 

Analogously, we can now associate with the operator M K •e 
the self-adjoint operator 

M K.e - Id¢ 1- 2 Y(1Tt Y;) . 

Nevertheless, as it is easy to see, this operator is nothing but 
the original ME given by Eq. (83). We are thus led to consider, 
in the general case, the same energy bilinear form (49): 

2E(X,x') = ("".')1" - (MEu,u')1" ' (84) 

which, as in the Klein-Gordon case, is definite iff K > O. 
One can then prove that, for the operator T to be skew

self-adjoint with respect to the energy bilinear form (84), it is 
necessary and sufficient that the operators Me and N e be 
respectively self-adjoint and skew-self-adjoint with respect to 
the measure 171" or, equivalently, that the I-form YI" be zero. 
In such case, the operators ME and M K •e coincide. 
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(b) As in the Klein-Gordon case, the function K has no 
influence on the skew-self-adjointness of T, but now this 
property is related not only to the Laplacian structure of 
Vn + I but also to the extended structure (Vn + I ,g,e *). 

Thus, a Lorentzian-vectorial structure (Vn + I ,g,e *) 
will represent, from our point of view, a set of second-order 
hyperbolic linear partial differential equations depending on 
an arbitrary function K. By Eqs. (79) and (80), with each sys
tem of synchronized observers, the structure (Vn t I ,g,e *) 
associates the set of operators T characterizing the first-or
der evolution form of every equation of the former set. 

In (Vn + I ,g,e *), a system of synchronized observers 
[; *;¢i l will be called an adjoint system if it can be endowed 
with a measure 17

" 
such that the operators T are skew-self

adjoint with respect to the energy bilinear form (84). 
By analyzing the equation Y; = 0, one obtains the ana

log to Theorem 2: For a system of synchronized observers 
[; *;¢ l to be adjoint with respect to the structure 
(Vn + I ,g,e *), it is necessary and sufficient that 

i(;*)A =0, d¢il\dA =0, 

where the I-form A is given by 

A -i(d *¢ )L (; ) + e . 

(85) 

(86) 

We see that, as in the Klein-Gordon case, the measure 17'l 
does not appear in the determination of the adjoint systems 
of synchronized observers. 

Proposition 6 concerning the pure timelike transforma
tions admitted by adjoint systems remains valid in the pre
sent case, but the existence of orthogonal adjoint systems 
depends upon the particular choice of e *: They are now 
given by a function ¢i with timelike gradient and such that 
.an + I ¢ + y(e *)¢ = 0 and del\d¢ = O. 

(c) Finally, it is interesting to remark that iff the I-form 
e is closed, i.e., e = dine 2, there always exists, at least lo
cally, a transformation u-+:t==A.u,g-+g (Ae )4/(1 - nl. gthat 

reduces, for suitable A, the general equation (77) to a Klein
Gordon-like equation 

/".. '" ,..,.. 
.an+lu-Ku=O 

with K(X) > O. For all these cases, the definite character of the 
energy bilinear form is insured, and the skew-self-adjoint
ness of T depends only on the metric structure (Vn + I ,g). 

I A. Lichnerowicz, in Relativity, Groups and Topology Les Houches, /963, 
edited by B. DeWitt and C. DeWitt (Sciences Pub., 1964), 

'I. Segal, Les varietes des solutions d'une equation hyperbolique non Iin
eaire d'ordre deux, Cours Phys. Math., College de France, 1964-1965. 
'c. Moreno, Rep, Math. Phys. 17, 171-96 (1980), 
4c. Moreno, J. Math, Phys, 18,2153-61 (1977). 
'M. Chevalier, J, Math, Pures App!. 53, 223-250 (1974). 
6E, Combet, C. R, Acad. Sci, Paris 262, 1077-80 (1965), 
7S. M. Paneitz and I. E. Segal, Proc. Nat!. Acad. Sci. USA 77(12),6943-7 

(1980). 
"B. Coli and C. Moreno, C. R. Acad. Sci. Paris 292,1-303-6 (1981). 
"Covariant and contravariant tensors related by the metric g will be repre
sented by the same symbol. Nevertheless, when a distinction between 
them will seem convenient, we shall use the superscript * for the contra
variant tensors. 

lOIn fact, <,6 must be such that 2'(5' *)<,6 = F(<,6 ), whereF(<,6 )denotesaconstant 
function on every hypersurface <,6 (x) = const. But there always exists a 
reparametrization of the family such that relation (2) holds. 

II A local chart [xa I is said to be physically admissible if one of the congru
ences of curves XU = A is timelike, all the others being spacelike. 
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"The evolution form of the Einstein equations was given, in a Gaussian 
gauge, by Lichnerowicz ("Sur certains problemes g10baux relatifs au syst
erne d'equations d'Einstein," thesis, 1939) and, in an arbitrary gauge, by 
Choquet-Bruhat [C. R. Acad. Sci. Paris 226, 1071 (1948)J. In an important 
work by Amowitt, Oeser, and Misner ["The Dynamics of General Relati
vity," in Gravitation: An Introduction to Current Research, edited by L. 
Witten (Wiley, New York, 1962)), this evolution form was the starting 
point to obtain the Hamiltonian formalism of general relativity. Due to 
this fact, the Einstein equations in evolution form are sometimes called 
ADM equations. We reserve this appellation to situations in which the 
Hamiltonian formalism plays an important role. 

'3The choice of the spatial metricsg has no influence in the final results, but 
it allows us to simplify some arguments. 
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'41n opposition to what happens with the metric g, we will here specify a 
certain class of spatial volume elements. 

'5 According to the notation convention of Ref. 7 (.5('(5 *)g)* denotes the 
contravariant tensor associated with .5('(5 *)g. 

.61t is sufficient that aj3EC ~ (i.e., C 2 functions with compact support). 
I7l.e., Z*EC ~. 

.HIntegrable in the sense of Theorem 3: Adjoint systems of synchronized 
observers exist on all Lorentzian structures . 

• 9L. Bel, Astrophys. J. 155, 83 (1969). 
201. H. Thompson and G. J. Whitrow, Mon. Not. R. Astron. Soc. 136, 207-

17 (\967). 
21A. Lichnerowicz, "Propagateurs et commutateurs en Relativite Gener

ale," I. H. E. S., Pub. Math. 10 (1961). 
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A symmetry of the S-matrix S is an operator that commutes with S and is additive, i.e., transforms 
an incoming n-particle state as a sum of its constituent one-particle states. For field theories with 
the Galilei group as a symmetry group and with non vanishing elastic two-particle scattering 
amplitude, all S-matrix symmetries Q are determined that are local, i.e., transform local 
asymptotic fields into local ones. For scalar fields, Q is a linear combination of the ten generators 
of the Galilei group G, internal symmetries, and, possibly, two other generators C and D. By 
Galilean in variance, the generators of G are S-matrix symmetries in all field theories. In contrast, 
it depends on the specific field theory if C and D occur. If C is a symmetry, then D is, too, and vice 
versa. All scattering amplitudes are given that admit C and D as S-matrix symmetries. 

PACS numbers: 11.20. - e, 11.30. - j, 11.10. - z 

1. INTRODUCTION 

The classification of elementary particles by symme
tries has a long history. The starting point was the fusion of 
the isospin and spin groups into SU(6), 1.2 a tentative adapta
tion ofWigner's successful SU(4) theory of nuclear forces. 3 

The coupling of spin and isospin was thought to allow the 
grouping of particles with different spins into a single super
multiplet. This theory, however, required spin and angular 
momentum to be separately conserved and therefore could 
best be understood as a nonrelativistic approximation. It left 
open the problem of how the SU(6) states should be trans
formed relativistically or, what is the same, which symmetry 
group H should be taken that contained P and SU(6). Cole
man4 constructed examples of such groups H which exhibit
ed, however, infinite mass or spin degeneracy. Furthermore, 
he proved that such unacceptable features should occur, un
der additional technical assumptions, for any Lie group H 
which is, locally, not a direct product of the Poincare group 
P and some group C of inner symmetries. 

To avoid this "no-go" theorem, an infinite parameter 
group was next suggested. 5

•
6 The infinitely many conserva

tion laws associated with this group, however, restricted the 
scattering amplitude so severely that scattering was only al
lowed in forward or backward directions. 7 This focused at
tention on scattering in general and the converse problem: If 
nontrivial scattering is required, which symmetries are still 
allowed? This question can be asked in any field theory with 
asymptotic fields rP ~X(x) (where ex stands for either in or out) 
and corresponding annihilation or creation operators 
aex (p,a), (a ex (p,a))*. By the term "symmetry" or, more pre
cisely, by "symmetry of the S-matrix" is understood an oper
ator that is additive, i.e., bilinear in incoming creation and 
annihilation operators 

Q = f d 3p d 3q Qaf3(p,q)(ain(p,a))*ain(q,,B), (1.1) 

(summation convention), and which commutes with the S
matrix 

• ) This work contains parts of the author's "Habilitationsschrift," accepted 
by the Physics Department, University of Giittingen. 

(1.2) 

as a form on some suitable domain. In (1.1), ~f3 is a tem
pered distribution in p and q. 

For relativistic fields, there is again a no-go theorem for 
S-matrix symmetries8

: If the elastic two-particle scattering 
amplitude is analytic and non vanishing in the physical do
main and if there is a finite mass degeneracy, then any S
matrix symmetry is a linear combination of generators of P 
and those of some compact group C of inner symmetries. 
The conclusion is just that of the infinitesimal version of the 
first no-go theorem and applies to infinite parameter groups 
as well. 

For axiomatic field theories of the Wightman type, 
however, physical analyticity of the elastic two-particle scat
tering amplitude has not been derived from the postulates so 
far. For Wightman field theories, dynamical variables are 
local fields. Thus it seems natural to consider only local S
matrix symmetries, i.e., those Q for which the commutator 
with a local asymptotic field is again a local field. For local S
matrix symmetries, analogous no-go theorems can be proved 
without analyticity assumptions: 

1. Any local S-matrix symmetry has vanishing matrix 
elements between states of different mass multiplets. On one
particle states, it acts as a polynomial in momenta and de
rivatives in momenta.9

-
13 

2. The polynomial in I can be written as a polynomial in 
the generators of the Poincare group P and translation invar-
iant generators. 12.13 . . 

For these statements, no assumption about scattenng IS re
quired. If, in addition, scattering is assumed to be nontrivial, 
then the polynomial in 2 must be linear. 

3. If the particles can be so ordered (some particles may 
be counted more than once!) that the elastic two-particle 
scattering amplitude, for any two consecutive particles, is 
nonzero in some open subset of the momenta allowed by 
momentum and energy conservation, then any local S-ma
trix symmetry is a linear combination of generators of the 
Poincare group P and translation invariant generators. 

Note that no analyticity assumption has been made . 
Statement 3 has been proved in Ref. 14 for the case of asymp-

1256 J. Math. Phys. 24 (5), May 1983 0022-2488/83/051256-08$02.50 © 1983 American Institute of Physics 1256 



                                                                                                                                    

totic scalar fields for which the translation invariant genera
tors commute with those of P, i.e., are internal symmetries. 
Furthermore, one requires the scattering amplitude to be 
nonzero for any linear combination of creation operators. 

In addition, the ad hoc assumptions of what should be 
called an S-matrix symmetry can be justified in a Wightman 
field theory: 

O. Any integral over a conserved, local current density 
in a Wightman theory can be extended to asymptotic states 
and is there a symmetry of the S-matrix that is local. 
For the proof, 12.15 one requires, apart from the usual as
sumptions of the Haag-Ruelle scattering theory, the invar
iance of the vacuum, asymptotic completeness, and, as in 
Ref. 8, finite multiplicity of mass hyperboloids. 

These results clarify the situation for relativistic field 
theories. It is curious, however, that the original no-go 
theorem in Ref. 8 does not seem to require the Poincare 
group as kinematical invariance group. A result similar to 3 
is stated for the Galilei invariant theory of classical point 
particles in Ref. 16. One can therefore ask if results analo
gous to 0-3 hold in Galilei invariant theories. 

Simple examples that will later be given show that there 
are operators in Galilei field theories that commute with S 
and are not additive. It seems, therefore, artificial to look for 
physical conditions to exclude them. Hence, no proof of a 
result similar to 0 will be attempted, and S-matrix symme
tries will be considered from the start. Now, it is not obvious 
what results one should expect; the no-go theorems cited so 
far only applied to relativistic generalizations of a nonrelati
vistic situation, and the latter escaped those theorems, as was 
manifest in Wigner's theory. Nevertheless, it will be shown 
in Sec. 3 that for local S-matrix symmetries which transform 
local asymptotic Galilei fields into local fields, Statement 1 
remains valid, with the Galilei group G replacing the Poin
care group P. The analogs of Statements 2 and 3, however, 
are wrong, even if only scalar asymptotic fields are consi
dered for Statement 3, which will always be done in Sec. 4. 

To undertand why, consider the double role played by 
the Poincare group P in relativistic theories; P is the kinema
tical in variance group and at the same time the largest group 
that leaves invariant the differential equation for the free 
asymptotic fields. For nonrelativistic field theories, the Gali
lei group G is the kinematical invariance group. The group 
that leaves invariant the free Schrodinger equation, how
ever, is the 12-parameter Schrodinger group S which con
tains, in addition to G, two elements D and C reminiscent of a 
dilation and a conformal inversion. 17.18 Hence, one should 
expect Statement 3 to be true with P replaced by S, and this 
will indeed be shown in Sec. 4. 

The structure of S-matrix symmetries is thus more 
complicated in Galilean field theories; any S-matrix symme
try is, apart from some translation invariant symmetries, at 
most a linear combination of the generators of the Galilei 
group and, possibly, of C and D, provided scattering is non
trivial. By Galilean invariance, the generators of G are sym
metries in any Galilei field theory. It depends, however, on 
the specific interaction if C or D are symmetries. Section 5 
contains the proof that if C leaves the two-particle scattering 
amplitude invariant, so does D, and vice versa. And this oc-
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curs if and only if all phase shifts of the two-particle elastic 
scattering amplitude are constant. This is the case for the 
l/r-potential in quantum mechanics. In contrast, the phase 
shifts are not constant for any centrally symmetric potential 
that is less singular locally and drops off faster at infinity. 

2. GAll LEI INVARIANT FIELD THEORIES 

An axiomatic formulation of Galilei invariant field the
ories has been given in Ref. 19. 

The fields of the theory are required to transform under 
a unitary projective representation of the ten-parameter Ga
Ii lei group G. Any such representation is unitarily e_quivalent 
to a unitary representation of a central extension G of G by, 
in more than two space dimensions, a single central element 
M. This operator M is the mass operator; as a central ele
ment, it is a superselection rule. 20 

The appearance of the mass superselection rule is the 
only fact that is more restrictive in Galilean theories than in 
relativistic ones. For the spectrum condition one should at 
most require that the spectrum of M is discrete, contains 
zero as an isolated point, and that the generator of time 
translations is bounded below in any eigenspace of M. Gali
lean locality is considerably less restrictive, too, only fields 
with disjoint support for equal times are required to (anti-) 
commute. 

For Galilean field theories, several of the general theo
rems known from relativistic theories do not hold. In parti
cular, peT, spin and statistics, and Haag's theorem are not 
true. Furthermore, the construction of interacting Galilean 
theories is rather easy; ordinary quantum mechanics in sec
ond quantized form is an example which, however, con
serves the particle number. But there are also examples 
which allow particle creation, e.g., a nonrelativistic Lee 
model. 19.21 

Asymptotic conditions are known mainly for the case of 
bosons interacting via a pair potential;22 see however, Ref. 
23. For the following, the existence of asymptotic free Galilei 
fields transforming under the same representation as the in
teracting fields will simply be assumed. Free Galilei fields 
are constructed via annihilation and creation operators 
a(p,a); a*(p,a) with (anti-) commutation relations 

[a(p,a),a*(p"B)] ± = DapD(P - q). (2.1) 

The annihilation operators transform as follows: 

U -1(a)a(p,a)U(a) = exp[ - ipaJa(p,a), (2.2) 

U-I(b )a(p,a)U(b) = expUb((2ma)-lp2 + Wa)Ja(p,a), (2.3) 

U -1(v)a(p,a)U(v) = alp - ma v,a), (2.4) 

U-I(R )a(p,a)U(R) = (Ds(al(R ))apa(p"B), (2.5) 

under space translations, time translations, boosts, and rota
tions, respectively. The projective representation U of the 
Galilei group G acts irreducibly in the space of one-particle 
states and is characterized by three constants: the mass ma , 
the inner energy Wa , and the spin s(a). Fields in x-space are 
defined by the Fourier transformation 

tPa (x,t) = (217') -3/2 J d 3p exp i(px - Ea (p)t)a(p,a), (2.6) 

with 
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(2.7) 

The projective nature of the representation (2.2)-(2.5) 
has an important consequence for any S-matrix symmetry Q 
of the form (1.1) whether it is local or not. 

Lemma 2.1: The kernel Q ap of a not necessarily local S
matrix symmetry Q fulfills 

Qap = 0 for ma = mp. 

Proof This is, of course, just the mass superselection 
rule. Perform, on Q, a translation a, a boost v, a translation 
( - a), and a boost ( - v). Within G, a composition of these 
four transformations results in the unit element, whereas, by 
(2.2)-(2.5), (ain(p,a))*ain(q"B) picks up an extra factor 
exp(iav(ma - mp)) so that 

Q ap (p,q) = exp(iav(ma - mp))Q ap (p,q). (2.8) 

Differentiation with respect to av yields the result. 0 
This lemma makes it possible to consider, from now on, 

Q on a single mass multiplet m. 

3. LOCAL ADDITIVE OPERATORS 

In this section, consequences oflocality for operators of 
the form (1.1) will be investigated. It is essential that Q is 
additive; it will not yet be used that Q commutes with S. 

An operator Q of the form (1.1) is local, if [Q,t/J :;'(x,t ) ] 
is again a local field. By Galilean locality, the double com
mutator 

[ [Q,t/J ~(x,t )] ,(t/J ~(y,t ))*] ± 

= (21lr 3 f d 3p d 3q exp[ - it(Ea (p) - Ep(q)) I 

Xexp i(px - qy)QaP(p,q) (3.1) 

can only have support for x = y, 

[ [Q,t/J :;'(x,t)],(¢ p(y,t))*] ± 

= c~~n,n, (y,t )(a1r'(a2r'(a3r'o(x - y). (3.2) 

Fourier-transforming (3.1) and (3.2) in x and y gives 

exp[ - UrEa (p) - Ep(q))QaP(p,q) I 
3 n 

= c~~,n, (p - q,t) II (iPk) k. (3.3) 
k~ I 

Now use r: = p - q and p as variables and put 

QUP(p _ q,p): = QaP(p,q). (3.4) 

Then, (3.3) reads 
3 

exp( - iif(r,p))QaP(r,p) = c~~,nJr,t) II (ipJk, (3.5) 
k~1 

qfP(p3)a~,SpraT(Pl'P2,P3,P4) + qfT(p4)a ~.SpTpa (PI,P2,P3,P4) 

where, by (2.7), 

f(r,p): = Ea(P) - Ep(p - r) 

= m-1pr + (2m)-lr2 + Wa - Wp (3.6) 

since ma = mp = m. This implies 

Theorem 3.1: Let Q be an operator of the form (1.1). 
Then Q is local if and only if 

Q up = qUPo( P - q), (3.7) 

where qU{3 is a polynomial in p andpk derivatives. 
Proof Assume first that Q is local so that (3.5) holds. 

Since the right-hand side of (3.5) is a polynomial in p, there 
exist for each k = 1,2,3, natural numbers Nk > 1 so that 

(a/apdNk [ exp( - iif(r,p))QU{3(r,p)1 = o. 
If this equation is multiplied by exp [ iif(r,p) I, a polynomial in 
t results whose coefficients must vanish. In particular, the 
coefficient of the highest power in t is 

[(a /aPk)f(r,p) (kQ u{3(r,p) = (m-1rktkQaP(r,p) = O. 

This shows that Q up has at most support for r = O. Put t = 0 
in (3.5) to see that Q up is a polynomial in p. By (3.4), this 
implies (3.7). Conversely, (3.7) implies (3.2).0 

Thus, Statement 1 of the introduction is valid for local 
S-matrix symmetries in Galilei invariant theories, too. 

4. S-MATRIX SYMMETRIES 

By Theorem 3.1, any local additive operator, in particu
lar any local S-matrix symmetry, has the form 

Q = ~ f d 3p d 3q qf.~'in (p)a i' .•. aino(p - q)(ain(p,a))*ain(q"B), 

(4.1) 

with suitable polynomials q, where the sum over n is finite. In 
this section, consequences of (1.2), i.e., the fact that Q com
mutes with S, will be investigated. In addition, it will be 
assumed that all asymptotic fields are scalar. All operators 
will be considered on the asymptotic spaces JYin = Jr'UI . 
Note that Q is defined on Dex 

, the asymptotic states with 
finite particle number and test functions in Y. 

If Q commutes with S, so does Q *; hence Q can be as
sumed to be Hermitian. For two particles p and l' then, 

((a in(Pl,p))*(ain(p2' 1'))* {J j Q(aOUI(p3,p))*(aOUI(p4'1'))* {J) 

= (Q (a in(PI,p))*(a in(p2,1'))*{J j(aOUI(p3,p))*(aOUI(p4'1'))* {J), 
(4.2) 

and (1.2) and (4.1) imply 

= qfP(pda ~,SUTpT(PI,P2,P3,P4) + qfT(p2)a ~,SpUPT(PI,P2,P3,P4)' (4.3) 

Here, i = (il, ... in ), summation in (4.3) is over iv' n, and a, and the differential operators carry, as an index, the argument on 
which they act. As an abbreviation in (4.3), 

SuprD (PI,P2,P3,P4): = ((dn
( Pl,a))*(dn (P2,/3 )*{J j (aOU'( P3,y))*(aOUI(p4'O))* {J ). (4.4) 

The difficulty in the following proofs will always be that, 
though the whole sum (4.1) commutes with S, it is not known 
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I 
a priori that single terms in (4.1) do. The following lemmas 
will serve to isolate terms in (4.1) that commute with S. 
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Lemma 4.1: (i) Let Qa be operators fulfilling (4.2), and 
assume that Qa converges weakly to Q with Q defined on 
!r. Then Q fulfills (4.2). 

(ii) Let Q be an operator fulfilling (4.2). Then any finite 
or infinitesimal Galilei transform of Q fulfills (4.2). 

Proof (i) is just the definition of weak convergence on 
/r. (ii): Insert U -I( g)QU ( g), for any Galilei group element 
g, into the left-hand side of (4.2). By the unitarity of U, this is 
then a matrix element of Q with Galilei transformed two
particle states for which (4.2) is true. Differentiation with 
respect to group parameters gives the statement for infinite
simal Galilei transformations, too. 0 
If Q can be split up into parts that transform independently 
under rotations, then those parts commute separately with 
S. 

Lemma 4.2: Let Qbe an operator fulfilling (4.2) with the 
representation 

Q= IalmQlm' almEI(; 
I.m 

where [Qlm/m = -1, ... ,/ j forms a basis ofa space of opera
tors that transform irreducibly under the representation D I 

of the rotation group. Then aim Qlm fulfills (4.2). 
Proof Under rotations, 

U-I(R )QU(R) = I alm(DI(R ))mnQln' (4.5) 
I,m,n 

Multiply (4.5) with (D" (R )):v and integrate over the rota
tion group with the Haar measure dR. By the orthogonality 
relations for the representation matrices 

JdR(D"(R )):vU-I(R )QU(R) 

= I {JdR(D"(R )):v(D~n(R))} almQln 
I,m,n 

= I [(21 + 1)-IDpmDvnD"dalmQln 
{,m,n 

= (U + 1)-la"pQ"v. (4.6) 

The left-hand side is the weak limit of Galilei-transformed 
operators fulfilling (4.2) and, hence, fulfills (4.2) by Lemma 
4.1. For f1- = v, the assertion follows. 0 

In applications, some constants aim may be zero. 
Corollary 4.3: Let Q be an operator fulfilling (4.2) with 

the representation 
N 

Q= I Qllil, 
i= 1 

where the operators Qllil transform under the representa
tions Dill) of the rotation group that are pairwise inequiva
lent. Then ~II) fulfills (4.2). 

Call, in (4.1), the largest natural number n for which 
some polynomial qf.~'in (p) is not identically zero, the degree 

of Q. Symmetries of degree zero will be analyzed first. 

A. Symmetries of degree zero 

They are of the form 

Q = f d 3p d 3q qatJ (p)D(p - q)(ain(p,a))·ain(q,p), (4.7) 
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and, by (2.2), invariant under translations. Consider the spe
cial case 

(4.8) 

with a constant matrix qatJ. Since Q is Hermitian, qatJ is a 
Hermitian matrix that can be diagonalized by a unitary ma
trixA 

AatJt!r(A -1)1" = Da,qa; qa = qa. 

Put 

b in(p,r): = Aarain(p,a). 

Then b in,(b in). are linear combinations of annihilation and 
creation operators, and (4.7) reduces to 

Q = J d 3p d 3q qar(p)(b in(p,a))*b in(p,a) , 

so that (4.2) gives 

[q"r(Pl) + qTr(P2) - q"r(P3) - qTr(P4) jSpTpT(PI,P2;P3,P4) 
=0. 

By the assumption about the nontriviality of scattering 
(statement 3 of the Introduction), SPTPT #0 in some open set 
VPT so that 

q"r(pt! + qTr(P2) - q"r(P3) - qTr(p4) = 0, (4.9) 

in VpT ' In fact, (4.9) is true on the whole scattering manifold, 
i.e., the set of momenta allowed by energy and momentum 
conservation 

(4.10) 

PI + P2 = P3 + P4' (4.11) 

Consider (4.9) first in the lab system P2 = 0 which, for PI #0, 
can be analytically parametrized, see Sec. 17 in Ref. 24. 
Hence, the left-hand side of (4.9) is real analytic in those 
parameters so that (4.9) holds in the whole lab system and, by 
Galilei covariance, on the scattering manifold. Now the fol
lowing lemma has been proven in Ref. 14: 

Lemma 4.4: Let.t;(p), i = 1,2 be two continuously dif
ferentiable functions such that 

fl(pt! + f2(P2) = fl(P3) + f2(P4), 

whenever (4.10), (4.11) holds. Then 

.t;(p) = ap + bp2 + Co i = 1,2, 

with constants ak,b,ci • 

This lemma implies 

qir(p) = aip + b ip2 + ci
, i = p,r, 

with 

W' = aT; b P = b T. 

By statement 3 of the Introduction, the constants a and bare 
not only independent of the two particles just considered, 
but are the same on the whole mass multiplet. In the old basis 
(4.8), 

(4.12) 

with suitable constants ak ,b,catJ. This result will now be gen
eralized to arbitrary polynomials qatJ (p) with the help of 
Lemma 4.2. 

Note first that the polynomial q(p) can be written 
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q(p) = L dIm (p2)yIm (p), (4.13) 
I,m 

with suitable polynomials dIm in one variable. In (4.13) 

YIm(P): = (p2)1/2YIm' 

where Yim are the familiar spherical harmonics. Hence, Yim 
are homogeneous polynomials of degree I that are harmonic, 
i.e., fulfill..1YIm = O. In fact, they form a basis in the space of 
all harmonic polynomials, (see p. 1270 ff. in Ref. 2S). One can 
prove (4.13) by induction in the degree of q: For constant or 
linear polynomials, one can obviously choose doo or dIm to 
be constant. Assume (4.13) to be true for polynomials of de
greeN,andletqbeapolynomialofdegreeN + 2. Then..1qis 
a polynomial of degree N so that 

..1q = L dlmn (p2)ylm (p), 
l.m,n 

with constants dlmn , by the induction assumption. Since 

..1 {(p2)n + IYlm I = ani (p2)nYIn , 

with constants anI #0, the polynomial 

q(p): = L (anI)-ldlmn(p2t+ Iylm , 
l,m,n 

fulfills 

..1q = ..1q. 

Hence, q - q is a harmonic polynomial which is a linear 
combination of Ylm' Thus, q has again the representation 
(4.13). 

Hence, the polynomials qaf3 have the form 

qaf3 (p) = t,; df!(p2)Ylm(P) = t,; (nto d f!n(p
2
rYlm(P). 

(4.14) 

Now, the spherical harmonics form a basis of the subspaces 
invariant under the rotation group. By Lemma 4.2, 
d f!(p2)Ylm fulfills (4.2) separately. By (4.14), this is still not a 
monomial of the form (4.8) but it can be reduced to one by the 
application of boosts. 

For an infinitesimal boost in the 3-direction, (2.4) im
plies 

a3qaf3 = a3(d f! (p2)ylm) 

= (df!(p2))'-2P3YIm + df!(p2)a3Ylm' (4.IS) 

Now, a3 Yim is of degree I - I and, hence, a linear combina
tion ofy,_ I.n' By 8.S.3 in Ref. 26'P3Ylm is a linear combina
tion ofy,+ I.m and p2yI _ I.m. By Lemma 4.3, that part of 
(4.IS) which transforms according to DI + I, i.e., 
(df!(p2))/,y, + I.m fulfills (4.2) separately. And to this polyno
mial, the preceding argument can be applied again. By in
duction, d f!N'YI + N.m (p) fulfills (4.2). But this is of the form 
(4.8) so that (4.12) implies 

df!N YI+ N.m(P) = oaf3(a lmNk pk + blmN P2) + Cf!N (4.16) 

with suitable constants almNk ,bImN,cf!N' Now, the left-hand 
side of (4.16) is harmonic whereas the Laplacian, applied to 
the right-hand side, gives a multiple of blmN ; hence, 
blmN = O. Thus, (4.16) is linear which means 1+ N<l. 
Hence, (4.14) contains only terms with I = I and 1= 0 that 
fulfill (4.2) separately. For I = I, N = 0 results so that this 
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term is already a monomial of the form (4.8) and hence (4.12). 
For I = 0, (4.14) contains only the terms 
(d'ti1[ p2 + d ~ )yoo(p). But Yoo is constant, and 
d'ti1l = oaf3bOOI by (4.16). Altogether, the polynomial qaf3 ful
fills (4.12) again. 

Theorem 4.5: Let Q be a S-matrix symmetry of degree 
zero. In a theory with nontrival scattering, 

qaf3 = oaf3 (ak pk + bp2) + caf3. (4.17) 

Any symmetry of degree zero is thus a linear combination of 
energy, momentum, and translation-invariant generators 
with kernels that are constant matrices, cf. (2.2) and (2.3). 

However, unlike the situation in relativistic theories, 
the symmetries given by constant matrices need not be inner 
ones. For asymptotic particles with spin, Wigner's theory3 

that couples spin with isospin provides a counterexample. 
Even for scalar asymptotic particles, however, there are 
symmetries arising from constant matrices that do not com
mute with the Galilei group G. To see this, start from a the
ory of asymptotic particles with a symmetry group that is a 
direct product of G and C, with C a compact group of inner 
symmetries Cj , 

Cj = f d 3p d 3q c~f3 o(p - q)(dn(p,a))*ain(q,,B). 

Assume that C is non-Abelian so that there are two symme
tries C k and CI in C with 

[CuCd #0. 

Then consider a new theory with all Galilei generators un
changed except the energy H which is replaced by 

H k : =H + Ck • 

If Ck is already in diagonal form, this corresponds to a 
change of inner energies and leads to a new theory of asymp
totic free particles that is, in particular, Galilei invariant. 
However, by construction, [CI,Ck ] #0 so that CI is not an 
inner symmetry. 

B. Symmetries of degree one 

They have the form 

Q= fd3Pd3q{q~f3(p)a'+qaf3(p)1 
X o(p - q)(ain(p,a))*ain(q,,B). 

By (2.2), an infinitesimal translation results in 

(4.18) 

[iQ,Pk ] = f d 3p d 3q q~f3(p)o(p - q)(ain(p,a))*ain(q,,B), 

which is, for any k = 1,2,3, a symmetry of degree zero. By 
Theorem 4.S, 

q~f3(p) = oaf3 (akl i + bk p2) + c~f3. (4.19) 

A double boost in directions I and m of (4.18) gives, by (2.4), 

P[ [Q,K, ] ,Km] = m2f d 3p d 3q{ oaf3o'm2bjaj + a,amqaf3 1 

X o(p - q)(aIn(p,a))*a in(q,/3), (4.20) 

The first term on the right-hand side of (4.20) is a linear 
combination of Galilei boost generators K j and, hence, ful-
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fills (4.2). Thus, the second term fulfills (4.2), too, and is a 
symmetry of degree zero 

alamqa/3(p) = t5a/3(almn pn + blm P2) + cf!:.. (4.21) 

The polynomials qa/3 are at most of degree four. In fact, to 
any polynomial q~(p): = am qa/3 (p), the following lemma can 
be applied; 

Lemma 4.6: Let qa/3 be a polynomial of degree at most 
three of the form 

(4.22) 

with constants aln ,b
"

cf/3. Then qa/3 is, in fact, at most of 
degree two, and 

qa/3 (p) = t5a/3 (a'k p'pk) + b f/3p' + ca/3. (4.23) 
Proof As qa/3 is of degree at most three, 

qa/3 (p) = aft p'pki + b ft p'pk + cf/3P' + d a/3. 

The coefficients a Ikl ,b Ik can be chosen symmetric in i, k, and I 
and i,k. Hence 

alqa/3(p) = 3aft p'pk + 2b ~/3 pi + cf/3. (4.24) 

Comparing the quadratic terms in (4.24) and (4.23), 

3aft = t5a/3t5 ,k bl, (4.25) 

where the right-hand side of(4.25) must be symmetric in i,k,! 
since aft is. For a = (3, 

t5 ,k bl = t5'k b
" 

so that, for arbitrary I and i = k # I, b I = O. Hence, a, qa/3 is 
linear and qa/3 at most quadratic. Comparing the linear 
terms in (4.24) and (4.23) yields the assertion. D 

By this lemma, 

amqa/3(p) = t5a/3(a'km p'pk) + af!:. i + c~. (4.26) 

Next, perform an infinitesimal time translation on 
(4.18). By (2.2), 

[Q,H] = fd 3P d3q ( -qf/3p'm- 1 

+ qf/3( Wa - W/3)a' + qa/3 (Wa - W/3) J 

X t5(p - q)(dn(p,a))*ain(q,(J). (4.27) 

By (4.19) the term in (4.27) that contains if has the coefficient 

qf/3( Wa - W/3) = cf/3( Wa - Wp) 

with constant cf/3 and thus drops out, if (4.27) is boosted: 

i[ [Q,H ],Kd 

= fd 3P d3q ( -a,(qf/3p') + malqa/3(Wa - W/3)J. 

X t5(p - q)(dn(p,a))*ain(q,(J). (4.28) 

This is a symmetry of degree zero with polynomial 

- a/(qf/3p') + malqa/3(Wa - W/3) 
= - t5a/3 (ail + all)P' + (2b, p'pl + b1P2) J 

- cf/3 + malqa/3(Wa - W/3)' (4.29) 

which must be of the form given in Theorem 4.5. Now, by 
Lemma 4.6, the last term in (4.29) is linear so that the only 
terms quadratic in pare (2b, p'pl + b I P2). Because of the first 
summand, this is of the form (4.17) only for b, = O. 

With b i = 0, one can now show that qa/3 is, in fact, qua
dratic in p. A single boost in (4.18) gives with b, = 0 
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i[ Q,KI ] = ailK i + f d 3p d 3q(a,qa/3) 

Xt5(p - q)(ain(p,a))*dn(q,(J) (4.30) 

so that the second term is a symmetry of degree zero, 

alqa/3(p) = t5a/3(aln pn + b1P2) + cf/3, 

by Theorem 4.5. Lemma 4.6 now implies 

qa/3 (p) = (15 uPaik p'pk) + afPp' + cuP. (4.31) 

Insert (4.31) and (4.19) into (4.27): 

[Q,H] = fd 3P d3q ( -(t5a/3aikP'pk)m-l-cfPp'm-1 

+ cfP( Wa - W/3)a' 

+ af/3p '( Wa - Wp) + ca/3 (Wa - W/3) J 

X t5(p - q)(ain(p,a))*(q,(3) • (4.32) 

Next, an angular momentum analysis will be carried out. 
The three middle terms in (4.32) belong to 1= 1, and the 
representation D I does not occur in the first and last terms. 
By Lemma 4.3, the first and last terms fulfill (4.2), i.e., are a 
symmetry of degree zero so that, by Theorem 4.5, 
aik = - aki for i#k. Furthermore, ai' is independent of i 
and is, say, b /3 for a suitable b. Hence, 

qf/3(p)ai + qa/3 = ~t5a/3aik (piak _ pkai) 

+ t5aPbpiai + cf/3ai 

+ t5aPaik p'pk + af/3i + ca/3. (4.32') 

The first term is, for scalar fields, a linear combination of 
angular momentum operators, by (2.5), and hence fulfills 
(4.2); so do the next five terms. Only the summand 
15 a/3a ik p'pk contains terms that transform under D 2 and 
hence, by Lemma 4.3, form a symmetry which is then of 
degree zero and vanishes by Theorem 4.5. Thus, only the D 0 

part remains which is 15 a/3ap2
• Next, only the term 

cf/3ai + af/3i transforms under D I. The correspondingS-ma
trix symmetry transforms under a finite time translation, by 
(2.3), into a symmetry with kernel 

exp( - ib (Wa - W/3))' [ m - 1 ibcfPp' + (c~pa' + afPi) J . 

Fourier transformation of this symmetry in b with a test 
function/ gives, by Lemma 4.1, an S-matrix symmetry with 
kernel 

- m- 1cf/3//(Wu - W/3) + }(Wa - Wp)(cf/3ai + af/3i)· 

Since Wa - W{3 runs over a finite number of points only, 
choose any test function/such that}is zero at those points 
while}' = a#O there, to see that cf/3p' is the kernel of an S
matrix symmetry. Thus, by Theorem 4.5, cf/3 = t5a/3 C i so 
that, in (4.32'), the third term is a linear combination of boost 
generators. Hence, afPi is the kernel of a symmetry, too. It is 
of degree zero; by Theorem 4.5, af/3 = t5a /3 al' In summary, 

qf/3ai + qa/3 = (!aik(piak - pka/) + ib [P',if] + 

+ ciai + ap2 + bi pi) + ca/3, (4.33) 

which proves 
Theorem 4.7. In a theory with nontrivial scattering, any 

S-matrix symmetry of degree one is a linear combination of 
angular momentum and boost generators, symmetries of de
gree zero, and, possibly, the symmetry 
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D: = ~ f d 3p d 3q OaP [i,ai] +o(p _ q)(ain(p,a))*ain(q,{1) 

(4.34) 

of degree one. 
This is the first example of an additional symmetry that 

might occur in Galilean field theories. Additional symme
tries will be considered in Sec. 5. 

C. Symmetries of degree two 

These symmetries have the form 

Q = f d 3p d 3q!qft(p)aiak + qfP(p)ai + qaP(p)j 

Xo(p - q)(dn(p,a))*d"(q,.8), (4.35) 

with polynomials qft,qfP, and qaP; qft can be chosen sym
metric in i,k. By an infinitesimal space translation of Q, 

i[Q,Pd = fd3Pd3qpq~pai+qfPJ 
X o(p - q)(dn(p,a))*ain(q,.8 ). (4.36) 

This is a symmetry of degree 1 which, by (4.33), has as poly
nomials 

qt(p) = oa/3 (aUm pm + b I pi + CU), aUm = - aim/ , 
(4.37) 

(4.38) 

First analyze (4.37), which must be symmetric in i and I; this 
gives bl = O. In addition, ailm is now symmetric in the first 
and antisymmetric in the last pair of indices. Hence, as a one
dimensional representation of the permutation group [these 
are known to be completely (anti-) symmetric],aum = O. One 
can also check this easily: 

Thus, 

qft(p) = Oa/3Cik , Cik = Cki · (4.39) 

Thus, qik is constant and hence invariant under boosts so 
that i[Q,KI ] is a symmetry of degree 1 with kernel 

(alqf/3)ai + alqaP = oa/3(au + 2bi i)ai + alqaP. 

Comparing this to (4.33) gives bi = 0 and 

alqa/3 = oaP(alm pm + h1P2) + cf/3 

so that Lemma 4.6 applies again 

qap 
= oa/3 (a ik ppk) + b f/3p i + caP. (4.40) 

Next, because of the factor oa/3 in (4.39), an infinitesimal 
time translation gives a symmetry of degree one with kernel 

m- I (oaP(2cu ia
l + au pp/) + cf/3pl J 

+ (Wa - W/3 )(cf/3al + b f/3p i + caP). (4.41) 

Compare (4.41) to (4.34) and remember that Cu is sym
metric in i and 1 

Cu =cou. (4.42) 

Moreover, 

aii = j b. 

With this, the kernel of Q is 
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o aP(cai(j + !aik(iak - pkai) + bia') 
+ cfPai + OaPaik ppk + b fPi + ca/3. (4.43) 

This term differs from the right-hand side of (4.32) only in 
the additional operator {j a/3caiai which is a scalar under rota
tions. Therefore, the DI -representation analysis following 
(4.32) remains valid for 1 = 2 and 1 = 1 and leads to the same 
result (4.33). Hence, the last six terms in (4.43) have the form 
given in Theorem 4.7. This proves 

Theorem 4.8: In a theory with non-trivial scattering, 
any S-matrix symmetry of degree 2 is a linear combination of 

C: = ; f d 3p d 3q OaPOikaiakfj(p - q)(ai"(p,a))*dn(q,{1), 

(4.44) 

and symmetries of degree one. 

D. Symmetries of higher degree 

Fortunately, they do not occur. To see this, consider a 
symmetry Q of degree 3 with kernel 

qff,(p)a'Jka' + terms oflower degree, 

where q'tft is symmetric in i,k,/. Note that the symmetry 
i[Q,P m] is of degree 2; its kernel is proportional to qftm (pjifJk 
+ terms oflower degree. By Theorem 4.8, qftm = CmOikOaP 

which is symmetric in i,k,m only for Cm = O. Hence, Q is, in 
fact, of degree 2. Similarly, there are no S-matrix symmetries 
of higher degree. Altogether, this proves 

Theorem 4.9: Assume a theory with asymptotic scalar 
particles which can be so ordered that the elastic two particle 
scattering amplitude, for any two consecutive particles, is 
different from zero in an open subset of the scattering mani
fold (4.10), (4.11). Then any S-matrix symmetry Q of the 
form (4.1) is a linear combination of the generators of the 
Galilei group, translation-invariant symmetries with con
stant kernel, and the generators D and C of(4.34) and (4.44). 

5. THE ADDITIONAL GENERATORS D AND C 

So far, it has been proved that any local S-matrix sym
metry in a theory with nontrivial interaction is, apart from 
translation-invariant symmetries, necessarily a linear com
bination of Galilei group generators and the two generators 
D and C. Of course, in any given theory, some of the coeffi
cients of these symmetries could be forced to be zero by the 
form of the elastic two-particle scattering amplitude. In such 
a case, the corresponding symmetries do not occur. 

In a Galilean invariant theory, the generators ofthe 
Galilei group are always S-matrix symmetries, so they al
ways occur. It is the purpose of this section to investigate the 
structure of the elastic two-particle scattering amplitudes 
that allow D or Cas S-matrix symmetries. 

First note that, by (4.34) and (4.44), D and C together 
with the Galilei group generate a twelve-parameter Lie 
group with Lie algebra 

i[D,KtJ =KI ; i[D,PtJ = -PI; i[D,Mlm l =0, 

i[C,KI] = 0; 

(5.1) 

i [C,Pd = - K I; i [ C,Mlm 1 = 0, 

(5.2) 
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i[D,H] = - 2H; i[D,C] = 2C; i[C,H] =D, 

(5.3) 

where the Galilei generators PI ,H,KI ,Mlm of space and time 
translations, boosts, and rotations obey the usual Galilei Lie 
algebra relations. This is the Lie algebra of the twelve-pa
rameter group S, the invariance group of the free Schro
dinger equation. '8 By the last relation in (5.3), ifC commutes 
with the scattering matrix, so does D, as H always commutes 
with the scattering matrix in a Galilean invariant theory. 
Thus, if C is an S-matrix symmetry, so is D. The converse is 
true at least on the level of the two-particle scattering ampli
tudes (see theorem 5.1 below). 

Next, Galilean invariance restricts the form of the elas
tic two-particle scattering amplitude. First, invariance un
der translations and boosts implies 

SPTpT(PI,P2;P3,P4) A 

= £5 (p, + P2 - P3 - p4)£5(p2 - q2)SpTPT(P,q), (5.4) 

where p: = p, - P2 and q: = P3 - P4 are the relative mo
menta before and after scattering. Now, invariance under 
rotations, for scalar states, implies that SPTPT depends only 
on the invariants p2,q2, and p.q. The invariant q2 can be 
dropped because of the second £5 factorin (5.4), and S pTpT can 
be expanded, in the variable (pq)p-'q-', into spherical har
monics27 

The functions S ~TPT: = pS ~TPT are called scattering func
tions. The operators D, respectively, Care S-matrix symme
tries, i.e., fulfill (4.2), if and only if 

(pap + qaq + I)SPTPT(P,q) = 0, (5.6) 

respectively, 

48 '(p2 - q2)(pap + qaq + l)SpTPT(p,q) 

(5.7) 

on the scattering manifold (4.10), (4.11). 
Suppose first that D is a symmetry so that (5.6) holds. 

Insert (5.5) into (5.6) and note that the dilation operator 
pap + qaq gives zero on the dilation-invariant spherical har
monics while it is simply pdp on functions of p, 

(pdp + l)S~TPT(p) = dp(pS~TPT(p)) = 0, (5.8) 

so that the scattering functions S ~TPT are constant. Conver
sely, if the S ~TPT are constant, (5.6) is true and hence D is a 
symmetry. This leads to 

Theorem 5.1: Let S ~TPT (p) be the scattering functions of 
a Galilean invariant theory. Then the following statements 
are equivalent: 

(i) D fulfills (4.2), 
(ii) C fulfills (4.2), 

(iii) S~TPT is constant. 
Proof: (i)q(iii) and (ii)q(i) has already been shown. To 

show (iii)::::}(ii), it is enough to prove (5.7). As (iii)q(i), the first 
term in (5.7) vanishes. Thus, only 

£5 (p - q2)(L1p - L1q )SPTPT = 0 

has to be shown for constant S ~TPT in (5.5). Since 
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..:1(f(P)Ylm) = (..:1j)Ylm -ill + 1)p-2fYlm" 

(5.5) implies 

..:1pSPTPT = ..:1qSpTPT 

+..:1p(p-l) I Ylm(P-'p)S~TPTYlm(q-lq). 

The last term, multiplied by £5 (p2 - q2), is zero on test func
tions in q as the radial integration contains a factor q2. 

An example of a theory in which C and D occur as 
symmetries of the scattering amplitUde, i.e., fulfill (4.2), is 
ordinary quantum mechanics in second quantized form for 
two particles with interaction potential lIr; the scattering 
functions SI in this theory are constant. 28 On the other hand, 
ifthe interaction potential VIr) satisfies SO'l V(r)ldr < 00, 

then the scattering functions cannot be constant, by Levin
son's theorem. 29 Furthermore, the lIr potential allows the 
construction of a scattering amplitude symmetry that is not 
additive; as C is a symmetry, (..:1 1 + ..:1 2)S = (..:13 + ..:1 4)S. By 
boosts invariance, (a, + (2)S = (a3 + a4)S or 
(a, + a2)2S = (a3 + a4)2S so that a1a2S = a3a4S, which can
not be obtained by an additive Q. 
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S-matrix symmetries are operators that commute with the S-matrix and act additively on 
incoming n-particle states. For relativistic field theories, the structure of such symmetries is 
known if they arise from a local, conserved current density. In this paper it is shown that the same 
structural result is obtained if a relativistic field theory with finitely many but possibly non local S
matrix symmetries is considered. 

PACS numbers: 11.20. - e, 11.30. - j, 11.10. - z 

1. INTRODUCTION 
The structure of S-matrix symmetries has been exten

sively investigated in the literature. Consider, in a Wightman 
field theory, a conserved currentjl' that is local and relative
ly local with respect to other fields. Even for a current that is 
not translation-covariant, a form Q can be defined that is, in 
an appropriate sense, the integral over j 0. With the usual 
assumptions of Haag-Ruelle scattering theory that allow the 
definition of asymptotic states, Q can be extended to (a dense 
subset of) those states, is at most bilinear in asymptotic fields, 
and commutes with the S-matrix. ' If, in addition, the vacu
um is invariant, the linear terms in Q disappear, and Q has 
the form'-3 

Q = Sdp dq Q aP(p,q)(ain(p,a))"'a in(q,/3), (1.1) 

where dn(p,a) is the annihilation operator, with support on 
the mass hyperboloid p2 = ma , of the incoming free field of 
type a. Any form Q that is bilinear in incoming fields and 
commutes with the S-matrix, even if it does not arise from a 
local current, will be called an S-matrix symmetry. 

If an S-matrix symmetry arises from a local current, the 
commutator of Q with an asymptotic free field </J ::;'(x) (where 
ex stands for either in or out) will again be a local field. Any 
S-matrix symmetry for which [Q,</J ~X(x)] is a local field will 
itself be called local regardless of whether it arises from a 
local current or not. For a local S-matrix symmetry2-4 

QaP=Oforma#mp, (1.2) 

so that it is sufficient to consider only one mass multiplet 
m =ma =mp,and 

(1.3) 

where qap is a polynomial both in p and in derivatives with 
respect to Pv' v = 0,1,2,3. 

Arbitrary polynomials qa/3 will only occur, in general, 
for noninteracting fields. If nontrivial interaction is as
sumed, there are further restrictions on Q aP. It is sufficient 
to require that the particles can be ordered in such a way that 
the elastic two-particle scattering amplitude, for any two 
consecutive particles, is nonzero in an open set of momenta 
which fulfill energy and momentum conservation. Then, at 
least for scalar asymptotic fields, 5 

qap = {jaP(avpV + bpvl.Ji'a v _ pV(f')) + CaP, (1.4) 

i.e., Q is a linear combination of Poincar~ group generators 
and internal symmetries. 

Thus the structure oflocal S-matrix symmetries is com
pletely known. Now, it is easy to construct nonlocal S-ma-

trix symmetries, at least in free field theories. Consider a 
single free field of spin zero, and define 

Q: = Sdp dq exp{ - (p - q)2}a"'(p)a(q) . (1.5) 

This form Q is obviously additive, but [Q,</J,(x)] is not local, 
and (1.3) is manifestly wrong. 

For Galilean field theories it has been shown that the 
analogs of (1.2)-(1.4) can still be proven, even for a priori 
nonlocal S-matrix symmetries, if the space of all such sym
metries decomposes into finite-dimensional subs paces that 
are invariant under the kinematical invariance group (the 
Galilei group for Galilei theories); under this assumption, 
the symmetries turned out to be local. 6 It will be shown in 
this note that the same result holds for relativistic theories 
with the Poincare group as kinematical invariance group. 

Other, truly nonlocal, conserved quantities have been 
considered7 that arise from currents. Those quantities, how
ever, are neither bilinear in asymptotic fields nor do they 
commute with the S-matrix so that the results of this note do 
not apply. 

2. REDUCTION TO A MASS MULTIPLET 

Consider a finite-dimensional space E of S-matrix sym
metries of the form (1.1), and let E be invariant under the 
Poincare group. With Q, the Poincare-transformed symme
try U -, (a,A )QU(a,A ) is thus again inE; forabasisQ" ... , Q. 
ofE, 

U - '(a,A )Q; U (a,A ) = D ~(a,A )Qk' (2.1) 

Hence, D (a,A ) is a finite-dimensional matrix representation 
of the Poincare group in E. Recall Lemma 2.2 of Ref. 6. 

Lemma 2.1: Let D be a finite-dimensional matrix repre
sentation of the d-dimensional translation group 

D (a)D (b) = D (a + b) a,bERd
. (2.2) 

Then there exist d commuting matrices A " ... ,Ad such that 

D(a) = exp{imt,amAm}. (2.3) 

Note that the space translation subgroup ofthe Poincare 
group P and the Galilei group G are the same so that Lemma 
2.3 of Ref. 6 can be used without change. This gives, for the 
kernel Q aP(p,q) of any symmetry Q in E, that Q a/3 = 0 unless 
p - q takes on a finite number of values. As the rotation 
subgroups of P and G are also the same, Q a/3 = 0 unless 
p = q, by the argument following Lemma 2.3 in Ref. 6. Now, 
in relativistic field theories, there is no mass superselection 
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rule which would immediately imply Q ap = 0 for ma =1= mp. 
However, one can argue as follows: 

Under Lorentz transformations A, 

Q ap (p,q) = (D ",al.a(A ))ay (D >1f3 I.O(A ))Pc5 
XD(A -[)QYc5(A -ij,,A -[q). (2.4) 

Assume that Q af3 has support for vectors p,q on different 
mass hyperboloids, i.e.,p2 = m~, q2 = m1 with ma =l=mfJ , 
and by the argument just given, p = q. Since ma =l=mfJ,p=l=q 
even for p = q, and there is a Lorentz transformation Ao 
depending on p, q such that the space part of A 0- [(p - q) 
does not vanish even for p = q. For such a Lorentz transfor
mation the right-hand side of(2.4) vanishes whereas Q afJ =1=0. 
This proves part (ii) of the following lemma: 

Lemma 2.2: Assume that the space E of S-matrix sym
metries decomposes into finite-dimensional subspaces E; in
variant under the Poncare group P. Then, the kernel Q afJ of 
any Q in E fulfills 

(i)QafJ = 0 for P=l=q, 

(ii)QafJ = 0 for ma =l=mp. 

Thus, Q afJ has only support for p = q, and 

QafJ(p,q) = q~fJ(p)D(vl(P _ q), (2.5) 

where the multi-index v = (va, VI' V 2, v 3) at the delta function 
denotes vk-fold differentiation with respect toPk - qk' 
k = 0,1,2,3. 

3. POLYNOMIAL CHARACTER OF Q 

In this section it will be shown that the distributions q~P 
are, in fact, polynomials in p. Combine (2.4) and (2.5) and 
compare terms with the same order in the differentiation 
operators to get 

D (A )q~fJ(p) = (D s(al.O(A ))ay 

X (D>1f3I.0(A ))fJc5D (A rvq~c5(A - [pI, (3.1) 

where D is some tensor product of the vector representation 
of the Lorentz group, and the sum in f-l is only over terms 
with ~f-lk = ~Vk' Now, the boost subgroups act differently 
in P and in G. Consider the group generated by M03 with 
rapidity S, and call D3 the representation D, restricted to this 
group. From (3.1), 

D3(s )q~P(p) = (1)3(S )rv:;fq~c5(A - [pl. (3.2) 

All representations on the right-hand side of (3.1) have been 
combined into a single finite-dimensional representation 1>3' 
By Lemma 2.1, both D3 and D3 are generated by finite-di
mensional matrices A3 and ~3' say, 

A3q~fJ(p) = (~3rv;fq~c5(p) + (P3JO - paa3)q~p(p). (3.3) 

HereA 3 acts only on the (suppressed) index enumerating the 
elements of E. Put 

B3: =A3 - ~3' 

to get 

(B3rv~:q~c5(p) = (P3JO - paa3)q~(p). (3.4) 

Next, on any given mass hyperboloid p2 = m2, one can 
define 

q~p(p) = q~P(p,w(p2,m)),(w(p2,m))2: = p2 + m2 (3.5) 
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so that (2.3) implies 

(B3rv;fq~c5(p) = w(p2,m)J3q~P(P) • 

Considernow rotationsR. By (3.1) and (3.5), D (R ) is a repre
sentation of the rotation group on the space F of distribu
tions q~p(p). Now, any representation ofthis group splits up 
into irreducibles D I of dimension (2/ + 1). The correspond
ing invariant subspace F I of F is unitarily equivalent to the 
space HI of spherical harmonics Ylm , m = -/, ... ,1, i.e. 
there is a unitary operator UI:HI-+FI such that the vectors 
q 1m : U I Y lm form a basis of F I. As U I commutes with D I, U I is 
a multiple of the identity, U [ = d 11, with a rotation-invar
iant distribution d I = d l(p2). Put 

C/(p2): = (p2)-[/2d/(p2), (3.6) 

to get 

(3.7) 

The functions Ylm (P) are homogeneous polynomials of degree 
I that are harmonic, i.e., fulfilL1Ylm = O. In fact, they form a 
basis of harmonic polynomials (see p. 1270 ff. in Ref. 8). 

In the new basis qlm' (3.4) reads 

(B3);~q;k(P) = w(p2,m)J3qlm (p) (3.8) 

and one has 
Lemma 3.1: Let {qlm (p)} be distributions obeying (3.8) 

and (3.7). Then there are polynomials rim (p) and Sim (p) with 
qlm(P) = rlm(p) + w(p2,m)slm(P). 

Proof (3.7) and (3.8) imply 

(3.9) 

Now, JY'lm is a harmonic polynomial of degree I - I and 
hence a linear combination of YI_ I.n' In polar coordinates 

Ylm = iP 7'(cos D)exp(im¢ ), (3.10) 

with associated Legendre functions P 7'. As P3 = pcos D, 
JY'lm is proportional to exp (im ¢ ) so that 

(3.11) 

In the first term on the right-hand side of (3.9), PY'lm is not 
harmonic. However, by the identity 

(21 + I)zP7'(z) = (/- m + I)P7'+ I (z) + (I + m)P~ I (z), 
(3.12) 

(see 8.5.3 in Ref. 9), one has thatpY'lm is proportional to 
exp(im¢ ) too. By the orthogonality of the exponentials, the 
matrix B3 has only nonvanishing elements for k = m, and 
(3.9) implies 

I(B3);;;:c;(p2)i P';' = w(p2,m){2c/(p2) 
; 

X{(/- m + IJpI+IP~ I + (I + mJpI-IP7'_I} 

+C/(p2)dmi- IP7'_I}. (3.13) 

In (3.13), only associated Legendre functions with the same 
upper index m occur. These functions (by 8. 14.ii in Ref. 9) 
are orthogonal for different lower indices. Hence, B3 has 
only nonvanishing elements for i = / + 1 and i = I - 1. For 
i = 1+ 1, (3.13) implies 
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(3.14) 

with suitable numeral factors dim #0. As B3 is a finite-di
mensional matrix, the index 1 runs up to some largest value 
L, and (3.14) is only valid for 1 + 1 <L. For 1 = L, c~ (P2) = 0, 
so that CL is constant. In general, (3.14) implies 

C/(X) = rl(x) + w(x,m)s/(x), (3.15) 

with suitable polynomials rl andsi . For 1 = L (3.15) has just 
been shown. Assume (3.15) for I. To show it for 1- 1, ob
serve that (3.15) and (3.14) give 

ci_ dx) = alm w(x,m)-l{r,+ 1 (x) + w(x,m)s, + dx)}, 

with suitable numerical factors aim' Integrating the polyno
mial aimSI + 1 results again in a polynomial, say r,. In inte
grating w(x,m) - 1 r, + l' put y: = x + m2

; this gives w(x,m)s, 
with a polynomial s,. This proves (3.15), and the assertion 
follows with (3.7).0 

By (3.5), Lemma 3.1 implies that q~f3 is a polynomial in 
p. Thus, the following theorem has been proved. 

Theorem 3.2: Suppose that the space E of all S-matrix 
symmetries of the form (1.1) splits up into finite-dimensional 
subspaces E; that are invariant under the Poincare group P. 
Then the kernel Q af3(p,q) of any Q in E fulfills 

(i) Qaf3 (p,q) = 0 for ma #mf3 , 
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(ii) Q af3 (p,q) = qaf3 (p _ q), 

where quf3 is a polynomial both inp and a lap v , v = 0,1,2,3. 
Hence, Q is in fact local. 
Nowhere in this note has the fact been used that Q com

mutes with the S-matrix; only the bilinear character of Q was 
essential. If the S-matrix in a given theory is nontrivial, then 
Q has an even simpler form, i.e., (1.4) is valid at least for 
scalar asympotic fields. 5 
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We obtain relatively simple closed expressions for the partial-wave projections of the off-shell 
Coulomb Tmatrix in the momentum representation, (pi Tel(k 2)1P/), for alII = 0,1,2,.·· . These 
exact analytic expressions consist of three parts: (i) Y I , simple combinations of the Jacobi 
polynomial P\iY• ~ iyl and the hypergeometric function 2F1( l,iy; 1 + iy;·), with different arguments 
[y is Sommerfeld's parameter; the Coulomb potential is Ve (r) = 2ky Ir]; (ii) a polynomial g"t; and 
(iii) XI = a polynomial times In[( p + p')2/( P - p'n The polynomials under (ii) and (iii) are given 
in terms of the Jacobi polynomials p\m. ~ ml, m = 0,1, ... ,/. We derive interesting relations, 
especially valuable for the theory of off-shell Coulomb scattering, and we present simple closed 
expressions for the special cases I = 0, 1, and 2; p' ~k, p' ~p, p' ~ 00, and y~ O. 

PACS numbers: 11.20.Dj, 02.30. + g, 03.65. - w 

1. INTRODUCTION 

An old and intriguing problem in scattering theory is 
the incorporation of the Coulomb interaction between 
charged particles in the description of n-particle reactions. 
On the one hand, the Coulomb interaction is known with 
great accuracy and it is described by a very simple math
ematical formula. On the other hand, its exact incorporation 
in the theoretical quantum-mechanical description of scat
tering reactions is complicated. The complications are due to 
the so-called long range of the Coulomb potential. 

For two-particle reactions one needs quantities on the 
energy shell only. Two-particle Coulomb difficulties and pe
culiarities have been studied extensively and are well under
stood. 

For n-particle reactions with n > 2 off-shell quantities 
also playa role. In this case the problems associated with the 
Coulomb potential are not completely solved. 1.2 Basic in the 
description of n-particle reactions is the off-shell two-body T 
matrix. When the total interaction consists of the sum of the 
Coulomb potential and a short-range potential Vs , the total 
T matrix can be expressed as T = Tc + Tes. Here Te is the 
pure Coulomb T matrix and Tcs can be obtained by solving 
an integral equation. It follows that Te and its partial-wave 
projections Tel (I = 0,1,. .. ) playa prominent part in off-shell 
charged-particle scattering. 3 

For the three-dimensional Coulomb T matrix Te var
ious expressions are given in the literature (see, e.g., Refs. 4 
and 5). For Tel we have obtained an integral representation6 

which turned out to be useful to carry out numerical calcula
tions (see Ref. 7). However, the complete analytic structure 
of Tel is not easily read offfrom this integral representation. 
We have also published hypergeometric-function expres
sions for Tel' in the cases I = ° and I = 1 only.6 

The purpose of this paper is to continue this study of 
Tel' We shall derive exact analytic expressions for Tel for all 
1= 0,1,. ... These are useful (i) to check (numerical) approxi
mations in general, and (ii) to derive analytic properties. We 
have reported preliminary results in Ref. 8. The closed ex-

·1 This work is part of the project "The Coulomb Potential in Quantum 
Mechanics and Related Topics." 

pressions we shall obtain are especially useful for the investi
gation and approximation of Tel near the half-shell and on
shell points where it has branch-point singularities. Another 
singularity of Tel' at zero energy, can also be treated by using 
these closed forms. Indeed, we shall use only one hypergeo
metric function, 2F1(1,iy;1 + iy;) F iy (), which we have 
studied extensively before, in particular at the zero-energy 
singularity.9 

In Sec. 2 we give the notations we shall use in this paper. 
These are consistent with notations in previous work (see 
especially Ref. 10). In Sec. 3 we shall give the aforementioned 
integral representation for Tel (Ref. 6) and derive an interest
ing and useful connection with the Coulomb Jost state in the 
momentum representation, (plkl t) e' 

In Sec. 4 we split Tel into three parts; a hypergeometric, 
a rational, and a logarithmic part. Here we introduce three 
functions representing these parts: .<71, '!f l and .!f I • Closed 
expressions for.<7 l , '!f l , and .!f I will be derived in Secs. 5,6, 
and 7, respectively. 

In Sec. 8 we give a summary of the most important 
formulas derived in this paper. 

2. NOTATIONS 

The notations and conventions we shall use in this pa
per are in conformity with those in previous work on the 
Coulomb potential, see especially Ref. 10. We choose units 
such that fz = 2m = 1 where m is the reduced mass and we 
denote the energy variable by E =ok 2. The Coulomb potential 
is given in the coordinate representation by 

Ve(r) = 2kylr, 

where y is Sommerfeld's parameter. Since ky is constant, y is 
k dependent. We shall work in the momentum representa
tion. The momentum variables p, p' are real, p and p' are real 
positive whereas k (and hence y) is a complex variable. In 
some derivations k is assumed to be real positive, too, as will 
be clear from the context. In such cases it is customary to let 
k approach the real-positive k axis from above. For instance, 
the (off-shell) partial-wave Coulomb Tmatrix for positive 
energy, k 2 > 0, is defined by 
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where k #p, k #p'. Since this quantity occurs frequently we 
shall denote it by Tel for brevity. The formulas for Tel that 
we shall derive are valid for complex k, which follows by 
analytic continuation. 

The Coulomb Jost state is denoted in abstract notation 
by I kl t ) c' Its momentum representation (p I kl t ) c is the 
Hankel transform of its coordinate representation (rl kl t ) c • 

We have 

(plklt)c = LX> (pllr) (rlkl t)J2 dr, 

(pllr) = (2I1r)l/2i - Ijd prj, 

(rlkl t) c = (2hr)I/2e17/'12 (kr)-I W _ ir.l + 1/2 ( - 2ikr), 

wherejl is the spherical Bessel function and W,. is Whit
taker's function. The asymptotic behavior of (rlkl t) c is de
termined by 

lim (rlkl t) c kr exp( - ikr + iy In 2kr) = (2I1r)I/2, 
kr_OIJ 

We shall use the following abbreviations: 

a = (p - k )/( p + k ), a' = (p' - k )It p' + k ), 

u = (p2 + k 2)12pk, u' = (p,2 + k 2)12p' k, 

v = (p2 _ k 2)12pk, v' = (p,2 - k 2)/2p' k, 

w = (p2 + p,2)/2pp', 

u2 
- v2 = 1, 

w = uu' - vv', 

{
I, m = 0 

E = 
m 2, m = 1,2,. .. , 

lei = e17/'12lvr(/ + 1 + iy), 

clr = (/!)2r(1 + iy)F(I - iy)l[r(1 + 1 + iy) 

Xr(l + 1 - iy)], 

cl; I = (I ~ iY)(1 ~ iY) = }JI (1 + yln2), 

clm = (-l)m/(l + l)m = (- )m(/!)2/[(I_ m)!(1 + mIl]. 

Note that clO = clO = 1 and clm = Cll - ml . Furthermore, 

F ir (·) = 2FI(I,iy;1 + iy;.), 

0 1 , ~~: Legendre functions, 

P 1"'1: Jacobi's polynomial, 

PI: Legendre's polynomial. 

In Secs. 3 and 4 we shall use 

q = Ip - p'l, cos (I = P'p', 
y = (x + 1 )I(x - 1), 

x = - (1 + 4q-2pp'VV,)1/2, 

a = a(y) = cos (I = uu' - !vv'(y + 1/y). 

It is sometimes convenient to use the abbreviationsp(t) and 

Pm: 
p(t) = p/(uu' - !vv'(t + t -I)), 
Pm = clm (aar P 1m • - ml(u)p 1m , - ml(u'). 

It can be shown that Pm = P _ m' m = O,I, ... ,/. 
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Often variables will be suppressed, e.g., 

Y I = Ydp,p') = YI(p,p';k;y), 

~/ = Wdp,p') = Wdp,p';k;y), 

2'1 = 2'dp,p') = 2'/(p,p';k;y). 

3. AN INTEGRAL REPRESENTATION FOR TCI AND ITS 
RELATION WITH (plklt>c 

It is well known that 
(pI Vc Ip') = kY1T- 2q-2, (3.1) 

where q = Ip - p'l and y is Sommerfeld's parameter (Sec. 2). 
Furthermore (1m k WI, 

(pi Tc(k 2)lp') 

- ky ( t i1'( 1 - t 2) dt 

- rpp'vv' Jo [1 + t 2 
- tty + 1/yW . 

The partial-wave projection of Tc is defined by 

(pi Tcdk 2)~') 

= 21T J~ I (pITc(k 2)lp')Pdcos 0) d(cos 0). 

(3.2) 

(3.3) 

Henceforth the left-hand side ofEq. (3.3) will be denoted by 
Tel for brevity (Sec. 2). From (3.2) and (3.3) we have 

-2ky JI 

Tel = -- Pda) da 
1TPP'VV' -I 

(3.4) 

In Sec, 4 we shall derive an expression for Tel in terms of the 
hypergeometric function Fir and elementary functions, by 
starting from Eq. (3.4). In this section we shall briefly consid
er an integral representation for Tel and its relation with 
(plkl t) c' 

By using 

0/(Z) = ..!..JI (z - a)-IPda) da, 
2 -I 

one easily deduces from Eq. (3.4) a useful integral representa
tion for Tel that has been given in Ref. 6, Eq. (24): 

Tel = 2ky i l 

t i1' .!!... Odz) dt, (3.5) 
1TPP' 0 dt 

where [cf. Eq. (23) of Ref. 6] 

z = uu' - !vv'(t + 1/t), (3.6) 

cf. 

a = uu' - !vv'( y + 1/y). 

Equation (3.5) is useful, e.g., for numerical calculations,7 and 
for the derivation of the equality (cf. Ref. 11) 

Iimp,l+2T
cI 

p'-oo 

= !ky(4k )' + I (I W[(21 + 1 I!] - I 

X(p2 - k 2)(plkl t>clc,l. (3.7) 

Here (p I kl t > c is the Coulomb Jost state in the momentum 
representation, for which we have obtained the following 
integral representation II 
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(plkl t) e 

= r (I + I)i t tl+ir(t2 _ I) 
Jel 21Tkl+3 Jo 
x [t - (I _ t)2 p24~: 2] -1- 2 dt. 

Equation (3.7) is obtained by noting that 

lim 2kz/p' = u -!v(t + t -I), 
p'--"'oo 

lim :! + 101 (z) = I !/(21 + I)!!, 

dz = _ !vv'(1 _ t -2). 
dt 

Hence, 

lim p,1 + 2TeI 
p'_oo 

ky I!(I + I)! 
= 1Tp2 (21 + I)! 

t tir(l- t -2) dt 
X (p2 - k 2)(4k )1 Jo [u _ !v(t + t -I)] I + 2 

= ky I!(I + I)! ( 2 _ k2)(4k)1 
1Tp2 (21 + I)! p 

(
p)/+2 t t ir + /(t 2 _I)dt 

X k Jo [t_(I_tf(p2_k 2)/4k 2]/+2 

(3.8) 

4. THE REDUCTION OF Te, TO ITS MAIN PARTS: 3',. 'C,. 
.2", 

In this section we shall prove 

Tel = - kY e/r [(iy )-I.7/+'C/+.?/ln(P+P:)2]. 
1TPP' P-P 

(4.1) 

Hereclr has been given in Sec. 2,.71 contains Fir and Jacobi 
polynomials, and 'C I and'? I are simple rational functions 
(in certain variables even polynomials). Hence.71 contains 
the "hypergeometric part" and.? I In[( P + p')!( P - p'j]2 
the "logarithmic part." 

In Secs. 5-7 we shall derive various closed expressions 
for .71, 'C I, and'? I, respectively. These derivations are 
lengthy and somewhat complicated. The reader who is inter
ested in the results only is advised to proceed to Sec. 8, where 
a summary of the most interesting formulas will be given, 
including explicit formulas for the cases 1=0, I, and 2. 

We note that we have obtained Eq. (4.1) for I = 0 and 
I = I in previous publications. 

By inserting da = - !vv'(1 - y-2) dy into Eq. (3.4) we 
obtain 

Tel = ~ dy(l - y-2)Pda) k 11 
1TPP a=-I 

(4.2) 

Our main task is, to split off the 3'1 part from Tel' To 
this end we shall express the integral J dt in Eq. (4.2) in terms 
of Fir' From the well-known integral representation 
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Fir(y) = iy f tir-I(l - ty)-I dt, 

one easily verifies that 

d 
- [Fir(Y) + Fir (lIy)] 
dy 

(4.3) 

= (I - y-2)iy f tir(1 - t 2)(1 - ty)-2(l - t /y)-2 dt. 

(4.4) 

By inserting this into Eq. (4.2) we get 

TeI= -i~[=1 Pda)d[Fir(y)+Fir(lIy)]. (4.5) 
1TPP a=-I 

When a = - I, we have (cf. Sec. 2) 

pp' + k 2 
X + I , x= - ~---":--:::::}y= --=00. 

kIp +p') x-I 
(4.6) 

Similarly, when a = + I, y = 0'/0. Since a is invariant for 
y-lly (see Sec. 2), a = uu' - !vv'(y + lIy), we have [cf. 
(4.6)] 

f= _I Pda) dFir (lIy) 

= [:~ a'a PI (a) dFir (y). 

In this way we obtain from Eq. (4.5), 

'k (['Ia [Ia') 
Tel = ~ + PI(a)dFir(y), 

1Tpp a'a (a'a)-' (4.7) 

where the indicated limits are the values for y. Clearly it is 
convenient to split the expression for Tel into four similar 
parts. Defining 

I(z) = (iy)-I f=e PI(a)dFir(y), (4.8) 

we rewrite Eq. (4.7) as 

Tel = krl..1Tpp')-1 

X [f(a'/a) + 1(0/0') - 1(0'0) - /((0'0)-1)]. (4.9) 

The constantc (e > 0) occurring in (4.8) is of no importance as 
is easily seen from (4.9). In fact,fisjust a primitive function. 
Introducing for convenience the function p, 

p( y) = PI (a), (4.10) 

where we recall a = uu' - !vv'(y + lIy), we have from (4.8), 

I(z) = (iy)-I f=eP(Y) dFir(y). (4.11) 

Now we are in a position to split off the hypergeometric part 
in a suitable way. We shall prove 

I(z) = (iy)-I f F;r(t)P(t)dt 

= - Fir(z) f t - ir-Ip(zt) dt 

+ f dt t - ir f (1 - T)-lp'(Tt) dT + e l· 

(4.12) 

Here we assume that Re( - iy) > I in order to ensure conver
gence of the integrals. In the final formulas this condition 
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can be relaxed by means of analytic continuation. 
The step from (4.11) to (4.12) is an important one. In

deed, in Eq. (4.12) the Fir part of/(z) is separated off. In view 
of the nature of the function p [see Eq. (4.10)] we have to 
evaluate integrals of elementary functions only. The con
stant c I plays no role in Tel as is easily seen from Eq. (4.9). 

In order to prove (the second equation of) (4.12), we 
differentiate with respect to z. Then we get 

I'(z) = - F ;r(z) f t - ir - Ip(zt) dt 

- Fir(z) f t - irp'(zt) dt 

+ _1_ t t - irp'(zt ) dt. 
1 -z Jo 

By inserting the well-known equality 

d 
- Fir(z) + (l_Z)-1 = (iy)-Iz-Fir(z), 

dz 

we get 

f'(z) = (iy)-IF;r(z) 

x[ -iy f t -ir-Ip(zt)dt+z f t -irp'(zt)dt], 

which gives, after integration by parts, 

f'(z) = (iy)-IF;r(z)p(z). (4.13) 

This completes the proof of Eq. (4.12). 
It may be noted that c and CI are connected by 

I(c) = 0 = CI - Fir (c) f t - ir- Ip(ct) dt. (4.14) 

We shall indicate the Fir part ofj(z) by II (z). Further-
more, we substitute in Eq. (4.12): 

p'(rt) = ~!!-. [p(rt) - p(t)j + ~p'(t), 
r dt r 

and denote the corresponding parts by 12(Z) and/3(z). Then 
we have 

I(z) = II(z) + 12(Z) + 13(Z) + c l , 

where 

II(z) = -Fir(z) f t -ir-Ip(zt)dt, 

(4.15) 

(4.16) 

12(Z) = dt t - ir r - [ p(rt) - p(t) 1.(4.17) LI iZ d d 
o c 7"(1 - r) dt 

LI iZ d d 13(Z) = dt t - ir r -d p(t). 
o c r(1 - r) t 

(4.18) 

From/l we shall derive an expression for 3'" in Sec. 5. 
Similarly, fromA we shall obtain the simple rational func
tion g', in Sec. 6, and/3 will give us the logarithmic part, 
2', In[(p + p')/(p - p'lf (see Sec. 7). 

5. THE DERIVATION OF 3', 
In this section we shall derive an elegant explicit expres

sion for 3'" the hypergeometric part of Tel' From (4.1), 
(4.9), and (4.15) we have 

3', ~ - iyc,; I [na'/a) + na/a') 

- na'a) - II((a'a)-I)], (5.1) 
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where II is defined by (4.16). 
We shall use the addition theorem for the Legendre 

functions ~~ (cf. Ref. 12, p. 178); 

P, (uu' - ~vv'(t + lit)) 

= ~ f (- )mEm ~;"(u)~,- m(u')(t m + t - m). (5.2) 
2 m=O 

Because of 

~;"(u) = 0, m = 1+ 1, 1+2, ... (lEN), (5.3) 

the sum in (5.2) terminates with m = I. With the help of the 
equalities ( -1<.m<J) 

~,- m(u) = ~~ ~ :~: ~;"(u) 
=am I! p1m.-ml(u), (5.4) 

(/+m)! ' 

Eq. (5.2) can be rewritten as 

Pduu' - ~vv'(t + lit)) 
I I clm(taaTP\m,-ml(u)p\m,-ml(u'). (5.5) 

m= -, 

Recalling (4.10) and a(t) = uu' - ~vv'(t + lit) we have 

p(zt) = Pduu' - ~vv'(zt + (Zt)-I)), (5.6) 

and hence 

f t - ir - Ip(zt ) dt 

, 
= I clm(zaaTP\m. - ml(u)p\m, - ml(u') 

m= -/ 

XLI t -ir-1t m dt 

= ± _1_. c'm(zaa,)mp\m,-ml(u)p\m,-ml(u'). (5.7) 
m= _,m -ly 

In the four cases z = a' / a, a/a', aa', (aa') - I, we have ob
tained a simple expression for the sum in Eq. (5.7). 

By using the basic equality 
, . 
I - l~ c'mp\m, - ml(u)p\m, - ml(u') 

m= -1m -IY 
= clrP\ir, - irl(u)p\ir, - irJ(U'), (5.8) 

which we have proved in Ref. 13, we have obained l4 

3', = Fir (aa')P\- ir,irl(u)p\-ir,irl(u') 

+ Fir ((aaT I)P\ir, - irl(u)p\ir. - irl(U') 

_ Fir (a'/a)p\ir, - iY1(U)P\- iY,iY1(U') 

- Fir (a/a')P\- ir.irl(u)pVr, - irl(U'). (5.9) 

It is easy to verify that 3', has parity (pp')/+ I. We point out 
that Tel has parity (pp,)1 , i.e., 

(pp')' (plTeI IP') is even inp and inp'. (5.10) 

6. THE DERIVATION OF g', 

In this section we shall derive an explicit expression for 
g'" the function representing the "rational part" of Tel' 
From this expression we shall derive many interesting pro
perties of g',. According to Eqs. (4.1) and (4.9) we have to 
evaluate 
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- Cly <gl =f2(a'/a) + f2(a/a') - f2(aa') - f2((aa,)-I), 
(6.1) 

wheref2 is given by Eq. (4.17), 

Sa
l . 52 dr d f2(Z) = dtt - ly - I p(rt ) - pIt )). 

o c r(1 - r) dt 
(6.2) 

By inserting [cf. (5.5)] 
I 

p(t) = Pduu' - ~vv'(t + 1/t)) = I Pm t m, (6.3) 
m= -I 

Pm = clm(aaTP\m, - m)(u)p\m, - m)(u'), 

into Eq. (6.2) we get (notepm =P-m) 

(6.4) 

f2(Z)= ± Pm (mtm-1t -iYdt r dr ~-1 
m = _ I Jo J r 1 - r 

I mPm 52m
-

1 

= - I --. I rn-Idr 
m = 1 m - ly C n = 0 

I mp 52 m-l + I __ m_. r- m- 1 I rndr, 
m = 1 m + ly C n = 0 

(6.5) 

where L~ = _ I has been split into L~ = 1 + L';;-~ _ 1, and the 
symmetry Pm = P-m has been used. Hence 

I mp [ m-I ] 
f2(Z) = - I ~ In(z/c) + I (zn - cn)/n 

m= 1m ly n= I 

I mp m-I + I _m_. I (zn-m_cn-m)/(n_m). 
m= 1m + ly n=O 

(6.6) 

In view ofEq. (6.1) the terms involving the constantc and the 
term involving In z will vanish when we take the combina
tion ofthef2's with different arguments as indicated. By 
introducing the new summation variable v = m - n in L 
on the second line ofEq. (6.6), we get n 

I mp m-I I mp 
f2(Z) = - I _m_. I zn/n - I _m_. 

m = I m - ly n = 1 m = 1 m + ly 
m 

X I z - v / v + irrelevant terms. (6.7) 
v=l 

By rearranging and separating off the terms with v = m, we 
have obtained from this expression, 14 

I m 2p m - I I 
c Iy <g I = - 2 I 2 m I - (an - a - n)(aln 

- a' - n) 
m=2 m +rn=ln 
I m -iy - L 2 Pm (am - a - m)(a,m - a,-m), (6.8) 

m=lm +r 
where Pm is given by (6.4). It follows that <g I has parity pi + I 

inp. 
We assume for the moment thatp,p', k, and yare real. 

Then Re <g I is even in y as is easily seen from (6.8). It is 
interesting and useful to have a simple explicit expression for 
1m <g I' According to Eq. (6.8), 

(6.9) 
By using our basic relation (5.8) we have obtained the follow
ing simple and elegant result l4: 
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1m <gl = (- 2/y) Imp\iy.-iy)(u) Imp\iy.-iY)(u'). (6.10) 

Furthermore, we want a simple expression for <g I in the 
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particular case when p' = k. Then a' = ° and u' = 1. From 
Eq. (6.8) we have 

cly<g,(p'=k) 

I 1 
= L --. clm(a 2m _1)p\m.-m)(u)p\m,-m)(I). 

m=1 m +IY 
(6.11) 

By applying Eq. (5.8) we have obtained,14 

2 (/- iY) <g/(P' = k) = r 1 Imp\iY,-iY)(u). (6.12) 

Finally, we conjecture that (pp'k -2)1 + I <g I is apolyno
mial of degree l, both in (p/k f and in (p'/k )2, separately. 

7. THE DERIVATION OF XI 

In this section we shall derive an explicit expression for 
the function X I representing the logarithmic part of Tel, cf. 
Eq. (4.1). From this expression we shall derive many interest
ing properties. 

According to Eqs. (4.9) and (4.15) we have to evaluate 

f3(a'/a) + f3(a/a') - f3(aa') - n(aa,)-l), (7.1) 

wheref3 is given by Eq. (4.18), 

nz) = r t - iYp'(t) dt. f2 d Sal 
C r(1 - r) 0 

(7.2) 

Clearly this double integral is equal to the product of the 
separate integrals. The integration S dr can be carried out by 
elementary means. It turns out that neither c nor In z occurs 
in the final answer, due to cancellations of corresponding 
terms in (7.1). In conclusion, the integral r dr gives in the 
final result a factor which is equal to 

-In(I- a'/a) -In(1 - a/a') + In(1 - aa') + In(1 - (aa')-I) 

= In[( 1 - aa')(a - a') - If = In[( p + p')/( P - p'W. 
(7.3) 

Here the cut structure of the logarithm has been taken into 
account. We assume 1m k!O, Re k>O,p#k,p'#k,p#p'. 

Hence, on account of Eqs. (4.1), (4.9), (7.2), and (7.3) we 
have 

( . d 
ClY!?1 = ~ Jo t -IY dt PI(UU' - ~vv'(t + 1/t)) dt. (7.4) 

WesubstituteEq. (5.5) into Eq. (7.4). By using (cf. Sec. 2) 

Pm =P-m =clm(aaTP\m.-m)(u)p\m.-m)(u'), (7.5) 

we obtain 

I 

p(t) = PI(UU' - ~vv'(t + 1/t)) = I Pm t m; (7.6) 
m= -I 

hence, 14 

c
i 

!?I = _ 2 ~ m
2 

(- aaT(l!f 
y ~ 2 .:2 

m=1 m + r (l-m)!(l+m)! 

(7.7) 

In order to rewrite (7.7), and to derive simple expres
sions for!? I in the particular cases (i) y_ 0, (ii) p'_p, and 
(iii) p' _ 00, we shall first give some useful and interesting 
relations involving Jacobi polynomials. 

From Eq. (5.8) we have 
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ClrP~ - ir,ir)(U)p~ - ir,ir)(U') 

I • 

= L ~ clmp~m, - m)(u)p~m, - m)(u'), 
m= _1m +IY 

and from Eq. (5.5), 

p/(uu' - ~vv'(( + 1/()) 
I 

= L clm((aa')mp~m. - m)(u)p~m, - m)(u'). 
m= -I 

(7.8) 

(7.9) 

By taking (= aa' and (= a'/a, respectively, in (7.9) we get 
I 

P/( - 1) = ( - )1 = L clmp~m, - m)(u)p\m, - m)(u'), 
m= -I 

(7.10) 
I 

PI(l) = 1 = L clmp\m,-m)(u)p\-m,m)(u'). (7.11) 
m= -I 

By taking t = 1 in (7.9) we get [recall w = (p2 + p'2)1 
2pp'] 

I 

Ptlw)= L clm(aa')mp~m,-m)(u)p~m.-m)(u'), (7.12) 
m= -I 

i.e., 
I I 

P/(w) = L Pm = L cm Pm' 
m=-l m=O 

Because of 

amp\m. - ml(u) = a - mp~ - m,m)(u), 

we have 
I 

P/(w) = Pdu)P/(u') + 2 L Pm' 
m=l 

Therefore we can rewrite Eq. (7.7) by putting 
m 2 =m2 +y_y, 

I 

(7.13) 

(7.14) 

(7.15) 

clr!L'1 = Pdu)Pdu') - Pdw) + 2y L Pm(m 2 + Y)-I. 
m=l 

(7.16) 
By taking the limit for Y~ 0 in Eq. (7.7) we obtain 

I 

lim!L'1 = - L Pm =Po- L Pm' 
r~O m~O m=-I 

Hence, 

(7.17) 

By taking the limit for p'~p, i.e., a'~ a, in Eq. (7.7) we 
get 

I 2m 
= - L ~clm{p~m,-m)(uW 

m= _1m -IY 
I . 

= _ 1 + ( _)1 L - '~ 
m= _1m -IY 

Xclmp~m, - m)(u)p~m, - m)( - u) 

= _ I + (- )/clrp~jr'-ir)(u)pyr,-irl( - u) 

= -1 +clrP\ir,-irl(u)p\-ir,irl(u). 

Hence, 

p' = p~!L' I = p~ir, - irl(u)p~ - ir,irl(u) - ci:; I. 
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(7.18) 

Now we shall establish a simple relation between 
1imp'~oo (p') -I!L' I and the polynomial AI introduced in Ref. 
15. 

By using 

lim z - Ip ~a, - a)(z) = 2 - 1(21 ), 
z~oo I 

we obtain 

lim (4p/p')I!L'/ 
p'--oo 

= -Ci:;I(P/k)/e
/

) 

I C m2 
( )m(/l)2 

X" m - a . P(lm, - ml(u). (7 19) 
'/=0 m2 + y (/- m)!(1 + m)! . 

By takingp'~oo in both members ofEq. (7.12) we get 

± ( -a!m(l!)2 1 p\m, - m)(U) = (k /p)/, (7.20) 
m= -I (/- m).(1 + mI. 

i.e., 
I L cmclmamp~m, - ml(u) = (k /p)l. (7.21) 

m=O 

Writing m2 = m2 + y - yin Eq. (7.19) and using Eq. 
(7.20) or (7.21) we get 

lim (4p/p,)I!L'1 
p' --- co 

_I (21) 
= clr I 

X[ -l+(p/k)/y iom2c:y 

X (-an/ !)2 p}m,-ml(u)l· 
(I - m)!(1 + m)! 

By comparing this equation with Eq. (3.4a) of Ref. 16 we 
obtain 

}~ (4p/p')I!L'/ =e:)[A/(p2k -2;y)-cl:;I], (7.22) 

which is the desired relation with A/. 
Finally, we conjecture that (pp'k -2)1!L'1 is apolyno

mial of degree 1 in (pk -))2 and in (p' k - 1)2 separately. 

a.SUMMARY 

In this section we shall give a summary of the most 
interesting formulas that we have derived in Sees. 3-7, For 
the notation one should consult Sec, 2. 

(pITc/ Jp') 

= 2k~ t (ir dO/ (uu' - !vv'(t + 1/t I). 
1TPP )'=0 

lim ptl + 2( pi Tel Jp') 
p'_1X} 

= ~ky(4k )/+ 1(/W[(21 + 1)!J- 1 

(8.1) 

X(p2-k 2 )(plklt)cfcit. (8.2) 

(pITc/ Ip') 

= -ky Clr[(iy)-IYI + 'C I + !L'/ln(P+p')2], 
1TPP' P -p' 

(8.3) 
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where 
Y I = Fiy(aa')p\ - iy.iy)(U)P\ - iy.iY)(U') 

+ Fiy((aa,)-I)p\iY. - iY)(U)P\iY. - iy)(U') 

_ Fiy (a'/a)P \iY. - iY)(U)P\ - iy.iY)(U') 

_ Fiy(a/a')P\ -iy.iY)(U)P\iy. -iy)(U'); (8.4) 

I 2p m-1t 
- 2 L ~ m L - (an - a - n)(am - a' - n) 

m=2m +r n=l n ± ~ (am _ a - m)(a,m _ a' - m), (8.5) 
m= 1m + lr 

where 

Pm = (- n/W (aa'tP\m.-m)(u)p\m.-m)(u'); 
(/- m)I(1 + m)l 

I 

ely.Y1 = - 2 L m2(m2 + r)-lpm 
m=l 

= Pdu)Pdu') - Pdw) 

In particular, 

'll 0 = 0, 

I 

+ 2r L (m2 + r)-lpm' 
m=l 

(8.6) 

'll 1= 2(1 - ir), (8.7) 

'll 2 = 3( 1 - ir)[( 1 + ir)w - ~ iruu'], 

.Yo = 0, 

.Y 1= vv', (8.8) 

.Y 2 = lvv'[( 1 + r)w + 3uu']. 

Furthermore, 

'll I is symmetric in (p,p'), 

( pp')1 + I 'll I is even in p and in p', 

Re 'll I is even in r [for p, p', k and r real], 

1m 'lll = - 2r- 1 Imp\iy.-iy)(u) Imp\iy.-iy)(u'), 

p' = k => 'll I = 2r-l(1 ~ ir) 1m P \iY. - iY)(U). 

Similarly, for .YI , 
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.Y I is symmetric in (p,p'), 

(pp,)I.Y I is even inp and inp', 

.Y I is even in r, 
1m .Y I = 0 [for p, p', k, and r real], 

.Y I contains the factor (p - k )( p' - k ), 
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p' = k => .Y I = 0, 

r = ° => .Y I = Pdu)PI (u') - Pdw), 

p' = p =>.YI = P\iy. - iy)(u)P\ - iy.iy)(U) _ Ci:; I, 

)~ (4p/p')I.Y I =C:)lAdp2/k 2;r)-cl;I]. 

Since 

(pp')1 + I Y I is even in p and in p', 

we have 

(pp')1 ( p I Tel /P') is even in p and in p'. 
Finally we conjecture that, considered as functions of 

(pk -1)2 and of (p'k -If separately, for r fixed, 
(pp' k - 2)1 + I 'll I is a polynomial of degree I, and 
(pp' k - 2)1 .Y I is a polynomial of degree I. 
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Off-shell T matrix for Coulomb plus simple separable potentials for aliI in 
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We derive simple exact analytic expressions for the off-shell T matrices associated with potentials 
consisting of the sum of the Coulomb potential and any so-called simple separable potential, for 
all pa~ial wav~s. Such potentials play an important role in model calculations for the description 
of the IOteractlOn between charged particles, e.g., protons. We also derive some interesting 
properties of the Coulomb-modified form factors associated with the form factors of the separable 
potentials. The analytic expressions obtained are useful for theoretical and numerical 
applications. 

PACS numbers: 11.20.Fm, 03.65.Nk 

1. INTRODUCTION 

The Coulomb interaction plays an important and, espe
cially from a mathematical point of view, interesting role in 
the theory of scattering by charged particles. In two-particle 
reactions only on-shell quantities are relevant, for instance, 
two-particle scattering amplitude and wave functions. On 
the other hand, in n( > 2)-particle reactions one needs off
shell quantities, in particular the off-shell transition (T) ma
trix. In many realistic potential models the interaction 
between two charged particles consists of the sum of the 
Coulomb potential Vc and a short-range potential Vs' In 
model calculations one often takes for Vs a separable poten
tial. 

In this paper we shall derive explicit expressions for the 
off-shell T matrix associated with a potential V = Vc + Vs 
where Vs is a so-called simple separable potential. In the 
particular partial-wave space characterized by I this poten
tial is given by 

Vs1 = - A1lgpl ) (gPlI, 

(1 ) 

(plgpl) = (2I1T)111j/(p2 + /32) -1- I. 

Preliminary results have been reported in Ref. 1. 
According to Ref. 2 we need explicit expressions for (i) 

the pure Coulomb Tmatrix, (plTell p'), (ii) the Coulomb
modified form factor 

(plgpl )=( piG oiIGellgpl)' 

and (iii) 

(gal IGol Ig,u ) = (gal I Gel Igpi ). 

(2) 

(3) 

GOl is the free resolvent and Gel is the Coulomb resolvent. 
Here and henceforth we suppress the energy dependence of 
these operators and of the T operator; cf. Sec. 2. 

For the rank-one potential given by Eq. (1) we need an 
expression for (3) only in the special case a = /3. However, 
when we take a potential of higher rank with the same simple 
form factors given by Eq. (1) but with different /3 's, we need 
an expression for (3) with a #/3. 

For (pi Tell p') an integral representation is known2 

which is convenient for numerical calculations in some cases 
only, see, e.g., Ref. 3. Furthermore, an infinite-series expres-

sion is known for (p I Tell p') . We shall use this representa
tion as a starting point for our derivations [see Eq. (12)). 
However, this series representation is not convenient for nu
merical work; see Ref. 4. We note in particular that the series 
is divergent when the energy is positive. Recently we have 
obtained an expression for (pi Tell p') in terms ofhypergeo
metric functions. 5 This expression is suitable for both nu
merical and analytic work. 

The main result of this paper consists of explicit expres
sions for the Coulomb-modified form factor (p Igpi ); see 
Eqs. (29), (30), and (33) ff. As a byproduct we also obtain a 
short derivation of a simple expression for (gall Geligpi >; see 
Eq. (22). We note that Maleki and Macek6 have derived in a 
different way essentially the same expression as given by Eq. 
(22). 

The expression for (gal I Gel Igpi ) is much simpler than 
the expression for (p IgIIl >, which in tum is much simpler 
than the expression for (p I Tell p') obtained in Ref. 5. We 
contend that the complexity of these expressions is inherent 
in these quantities so that at most slight simplifications are 
possible; cf. Ref. 7. 

In Sec. 2 we give the notations we shall use in this paper. 
Representations in terms of so-called Sturm states will be 
derived in Sec. 3. In Sec. 4 we shall derive hypergeometric
function expressions and integral representations. 

In Eq. (29) we introduce a function ZI' which is conven
ient for the derivation of a closed formula for the Coulomb
modified form factor gPI 

(plgpl) = (plg.81 > - kp-I (k Igpi )ZI(a;B). 

This function ZI in tum is expressed in terms of the hyper
geometric function zf'1 (I,ir;l + ir;), Jacobi polynomials, 
and a certain rational function X, (which can also be rewrit
ten as a polynomial); see Eq. (42). 

In Sec. 5 we derive a simple expression for 1m ZI(a;B ) 
and we prove that XI (a;B ) is real. Finally, in Sec. 6 we give a 
summary of the most important formulas obtained in this 
paper. 

2. NOTATIONS 

We shall use the same notations and conventions as in 
previous related work. 1.2.5,8 In particular, we choose units 
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such that Ii = 1 = 2m and we denote the energy by 
E =k 2== - ,(l where k =;K. The energy dependence of the 
operators GOI ' Gel' and Tel' and of the Coulomb-modified 
form factor gpl is suppressed. The Coulomb potential is giv
en by 

Ve(r) = 2kylr== - 25lr, 

where y is Sommerfeld's parameter. The momentum varia
bles p and pi are real positive. We shall often also take k real 
positive but most of the results are valid for complex k, as will 
be clear from the context. 

We shall use the abbreviations 

a = (p - k )/( p + k ), a' = (p' - k )/( p' + k ), 

u = (p2 + k 2)/(2pk ), u' = (p,2 + k 2)(2p' k ), 

v = (p2 _ k 2)1(2pk), v' = (p'2 _ k 2)(2p'k), 

A = (a + ik )/(a - ik ), B = If3 + ik )11f3 - ik ), 

iel =ie/(k)=e11J'121l/r(/+ 1 +;y), 

F;y(z) = 2FI(I,iy;1 + iy;z). 

Furthermore, C~, P';J3), and L ';) denote the Gegenbauer, 
Jacobi, and Laguerre polynomials, respectively. In the liter
ature there exist two different normalizations of the'La
guerre polynomials. We shall use 

L ';)(z) = (n! a) IFI( - n;a + 1;Z). 

3. STURM SERIES 

In this section we shall derive infinite-series expressions 
for (plgpl) and (gal I Gel IgPl) by using the so-called Sturm 
states IA n I ), n = I + 1, I + 2, .... These states are defined as 
eigenstates of VIGOI (cf. Ref. 8, p. 106) 

VIGO/ ( -,(l)IAn/) =AnIAn/), (4) 

where the normalization is given by 

(5) 

Note that the energy, -,(l < 0, is fixed here. When VI is the 
Coulomb potential, the eigenvalues An are given by 

An = s/(nK), n = 1+ 1,1 + 2,... . (6) 

There exists a simple relation with the Coulomb bound states 
IKn/), 

(7) 
The bound states are eigenstates of HOI + Vel with eigenval
ues -,(l = - s2/n2. 

Completeness of the Sturm states can be expressed for
mallyby 

"" 
- GOi l = L IAn/)(Anll· (8) 

n=I+1 
It follows that 

(9) 

and 

"" -n 
Gel = L GoIIAn/) (An/IGO/' (10) 

n=l+ In -slK 
In the momentum representation we have [cf. Eq. (6.16) of 
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Ref. 8] 

(PiAn/) = _2-1/2K-I(p2+,(l)(pIKn/) 

= - (nK/1T)1/2p - Il![(n -1- 1)l/(n + l)!l 1/2 

X [4pKI(p2 + ,(lW+ IC~~II_I (ulv). (11) 

From Eqs. (9) and (11) we obtain 

(pITellp') 
_ -S(l!)2(-4)1+1 "" n r(n-/) 

- rrpp' ---;;;; n =f+ I n - S/K r(n + 1+ 1) 
xC~~L I (ulv)C~~L I (u'lv'), (12) 

which expression is well known.4 We note that K is supposed 
to be positive here. For positive energy the series in Eq. (12) 
diverges. 

Sloan4 proved that the series in Eq. (12) is, for negative 
energy, at most conditionally convergent, and sometimes di
vergent (e.g., for p = p'). A useful device to obtain absolute 
convergence is to multiply the terms ofthis series by pn, 
o <p < 1. Then we may integrate the series termwise. After
wards the limit p t 1 is taken. When interchanging integra
tion and summation in the following, we shall always tacitly 
assume that this procedure is followed. According to Ref. 19 
ofSloan,4 we can attach a meaning to the parameter p: It can 
be thought of as the radial distance in the four-dimensional 
space in which Fock and Schwinger (Ref. 9) embedded ordi
nary momentum space to reveal the hidden symmetry of the 
Coulomb Hamiltonian. 

From Eqs. (2) and (10) we have 

In order to evaluate (A nil Gollgpl ) in closed form, we use Eq. 
(7) 

21/2K(An/IGollgpl) = (Kn/lgPI) 

= 50"" (Kn/I r ) (rlgp1 )rdr, 

and insertS 

and 

(Kn/I r ) = ;-I2K(Kln)1/2[(n -1- 1)l/(n + l)!l 1/2 

X (2Kr)le - K'L ~~~ ~ I (2Kr) (14) 

(15) 

It should be noted that in Eq. (14)Kis assumed to be fixed. By 
using (Ref. 10, p. 244) 

50"" e - ZIt aL I':/(t)dt = (m + l)az - m - a - I(Z - l)m (16) 

we get 

XK(l!)-11f3 + K) - n -1- IIf3 - K)" -1- I. 
(17) 
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Substitution of (11) and (17) into (13) gives 

( p Igp/) = (2/17") 1 /2p - 1 [iv(fi 2 _ ,r)/(2x)] - 1- 1 

X f nBn C~~L du/V) 
n=I+1 n-S/K 
= (2/17")112 [ 4PK2 ]1+ I 

P (p2 + ,r)(fi2 _ K2) 

00 n (f3 _ K)n XI -
n=I+1 n-S/K f3+K 

1+ I (p2 _K2) XC n _ I _ 1 -2--2' 

P +K 
One easily verifies from this expression that 

by using the equality (cf. Ref. 10, p. 222) 

f z"'C~(x) = (1 - 2xz + Z2) -A,lzl < 1. 
m=O 

In a similar way we obtain from Eq. (10) 

(gal IGcI Igpi ) 

(18) 

(19) 

(20) 

4. HYPERGEOMETRIC-FUNCTION REPRESENTATIONS 

In this section we shall express (p Igp/) and 
(gall Gcllgp/) in terms of hypergeometric functions and ele
mentary functions, by using Eqs. (18) and (20), respectively. 
We shall first discuss (gall Gcllgp/ ) because the derivation 
for this quantity is relatively easy. 

By inserting Eq. (17) into Eq. (20) we get 

(galIGc/ IgPl) = K(:!)2 [(a2 _ ,r~~ 2 _ ,rJ + I 

X f - 1 (n + /)! (a - K f3 - K)" (21) 
n=I+1 n-s/K (n-I-l)! a+Kf3+K . 

The infinite sum in Eq. (21) can be rewritten in terms of one 
hypergeometric function. After a few manipulations we 

obtain 

(gall Gcllgp/) = - 2(21 + 1) (2a + 211) - 2/- 1 (~/) 
1+ l-s/K (a+K)(fi+K) 
X 2FI(I, - 1- s/K;I + 2 - s/K;AB). (22) 

This is a remarkably simple and elegant result. Moreover, 
this 2FI-expression may be analytically continued from real 
positive K into the complex K plane. Hence, replacing K by 
- ik and - S/K by iy we obtain from Eq. (22) 

(G _ (2/+ I)!! (a+f3)-2/-1 -1 
gall cllgp/) - (2/)!! (a _ ik )(fi - ik) 1+ 1 + iy 

X 2FI(I,iy - I;iy + I + 2;AB). (23) 

We have applied this formula in the particular case a = f3 for 
the derivation of phase shifts and scattering parameters for 
Coulomb plus simple separable potentials. II 

Now we are going to evaluate expressions for (p Igp/)' 
We shall derive an integral representation [Eq. (26)] and an 
expression involving hypergeometric functions; see Eqs. 
(29), (33), (38), and (39). 

with 

From Eq. (18) we have, denoting K by - ik, 

(2/17")1/2 ( _ 4pk 2 )1 + I 

(plgp/) = p (p2 _ k 2)(fi2 + k 2) ~,(24) 

~= f n+l+ 1. BI+I+nC~+I(u/v). 
n = 0 n + I + 1 + ly 

By inserting 

C~+ I(U/V) 

= --.L i (I + m)!(1 + n - m)! (an-2m + a2m - n) 
(/!)2 m=O m!(n - m)! ' 

resumming, and using 

2FI(1 + I,m + 1+ 1 + iy;m + 1+ 2 + iy;Ba) 

= (m + I + 1 + iy)ftm+l+ir(l- tBa)-I-ldt, 

we arrive at 

~ = B~ (tl+ir[B -I +Bt 2 _ t(a + 1/a)] -I-Idt = (I + I)B -irfB(1 - t 2)t l + ir [1 + t 2 
- t(a + 1/a)] -1- 2dt. 

~k k 
Integration by parts gives (25) 

~ = B - ir foB t ir(1 + l)(t -2 _ l)[t + t -I _ a _ a-I] -/- 2dt 

= B - ir[ t ir(t + t -I _ a - a-I) -1- I]g - iyB - ir .Ct ir + 1 (t 2 + 1 - t (a + a-I)) -1- Idt 

= (B +B -I - a _ a-I)-I-I - iyB -irfB 1+ I +irt l+ir [(1 - tBa)(1 - tB fa)] -I-Idt 

= { - 4k2(p2 +(3
2
) } -1-1 _ iy (tir-l(tB + (tB)-1 _ a _ a-I)-I-Idt. 

(fi 2 + k 2)( p2 _ k 2) Jo 
I r----------------------------------------

By substituting this into Eq. (24) we obtain The behavior for /3-00 of this expression is easily obtained: 

(plgp/)= (plgPl) - iy(2/1r)I 12i { (fi 2 + ;2;;: _ k 2) } I + I 
X Ltir-l(tB + (tB)-1 - a - a-I) -I-Idt. (26) 
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According to Eqs. (6) and (7) of Ref. 12 we therefore have 

lim (1T/2) 1/2,8 2/ + 2( P\gp/) 
{J-+oo 

= pi _ !1Tk I + I ( p \ Vel \ kl t ) e I ell 

= !1Tk 1+ l(p2 _ k 2)( p\kl t) elel " (27) 
because of 

(piVeI \kl t) e 

= (k 2 - p2)(p\kl t)e + 2(1Tk )-'(p/k )%1' 

We rewrite Eq. (26) as follows: 

(P\gp/) = (p\gP/) 

( 
k )/+1 

- (2/1T)1/2p-1 ,8 2 + k 2 Z/(a;B), 

(28) 

(29) 

II t;y+ldt 
= B 1+ I(a - l/a)/+ lir 0 

[(1 - tBa)(1 - tB /aW+ I . 

(30) 

In order to evaluate the integral in (30) we perform a number 
of nontrivial manipulations. In the Appendix we shall prove 

ir l'tl+;Y[(I - ta)(1 - tb)] -I-'dt =!t(a;b) + !tibia), 

o (31) 

where 

( . . )(b+a) !t(a;b) = (a - b) -1- 'F;y(a)P 1-'YoIY b _ a 

- ir( - ab )1 (a _ b ) - 21 - I 

X ± ell- n)(b - a)n F(I + ~ + ir) 
n = 0 b n. 

[
a-I ( _ )n 1- n aV 

X F(/+ 1 +ir-n)v~o v+ir 

_ n-I r(n-Jl) (a-l)/J] (32) 
- (I-a) n /J~o F(/+ 1 +ir-Jl) -a- . 

It may be noted that limy....o!t (a;b ) = O. This is verified from 
Eq. (32) by using the equality 

PI(b + a) = (_ 1)/~,( _1,1 + 1;1;_b_). 
b-a b-a 

By inserting (31) and (32) into (30) we find an explicit expres
sion for Z/(a;B ). It turns out to be convenient to reshape the 
second term in the right member of (32). In particular, we 
split off the part emerging from v = O. After some simple 
manipulations we find 

1277 

Z/(a;B) = [F;y(Ba) - I ]PI - ;Y';Y)(u) 
I-I 

- ir(~/)( I - a2) - I L (Bat /(v + ir) 
v=1 

+ (- l)I-'irr(1 + 1 + ir) 
I-I 

X L (/1m)(a2 _1)-m[(l_m)!]-1 
m=O 

[
1 m (Bat 

X F(m + I + ir) V~I V + ir 
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I-m-I Jl! 
-(Bat ~ 

/J ~ 0 F (p + m + 2 + ir) 

X ~:: Ir+'] 
-(-I)/{ldem,a~-'J. (33) 

The term - PI - ;Y';Y)(u) stems from the v = 0 contribution, 
and the second term on the right-hand side from the m = I 
contribution. By I Idem, a~ - I J we mean that, after the 
replacement of a by a-I everywhere, all the foregoing ex
pressions on the right-hand side should be repeated. It 
should be noted that the term originating from v = I cancels 
by this operation. 

The expression for (P\gp/) given by Eqs. (29) and (33) 
can be derived in a slightly different way, as we shall show 
now. We use Eq. (18) again. With the help of [see Ref. 8, Eq. 
(A.32)] 

(a-a-')/+'C~~L, (I ~a2) 
_ np (n, - n)( I + a2

) _ a _ np ( _ n,n)( I + a2 
) 

-a I 1 2 I I 2 -a -a 

= anPln, - n)( 1 + a:) _ ( _ In Idem,a~-' J, (34) 
I-a 

we obtain from Eq. (18) 

P(P\gp/) 

k(k\gp/) 

= f n(Ba!n PI'" - ")( 1 + a:) 
" =*r'+ I n + 'r 1 - a 

- (- 1)/IIdem,a~-'J. (35) 

We substitute 

_n_ = 1 _ ---.!L . 
n+ir n+ir 

Then the r-dependence is wholly contained in the second 
term. By noting that 

lim (P\gp/) = (p\gP/)' 
y......o 

the r-independent part follows easily; cf. Eqs. (18) and (19). 
By using the equality 

,,=~+ I(n + ir)-Iz"PI"'-")(u) = i+ 12 -/(1 + u)/(1 + 1 + ir)-I 

X ± e ll-,,)(_2_)" 2Fdn + 1,1 + 1 + ir;1 + 2 + ir;z), 
,,=0 1 + u 

(36) 
which will be proved in the Appendix, we obtain from Eq. 
(35) 

( )
1 + I ( k )1 + I 

(1T/2)1/2p (p\gp/)= ,82:p2 - ,82+k2 

XZ/(a;B), (37) 

where 

Z(a;B)= irBa. (~)I ± ell-")(I-a2)" 
I I + 1 + 'r 1 - a2 

" = 0 

X~l(n + 1,1 + 1 + ir;1 + 2 + ir;Ba) 
- (-IVIIdem,a~-ll. (38) 
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By using 

.JI (a,b;e;z) = (I - z)C - a - b .JI (e - a,e - b;e;z), 

Eq. (38) can be rewritten as 

Z/(a;B) = iyBa. (~)I ± (j m)( I - B~)m 
1+I+zy I-Ba m=O I-a 
x.JI(I,m + I + iy;1 + 2 + iy;Ba) 

- (- InIdem,a-a-Ij. (39) 

It should be noted that Eq. (37) is just Eq. (29) rewritten. 
The quantity Z/(a;B) occurring in each of these equations 
actually denotes the same function, which proves that this 
notation is justified. The prooffollows by comparing Eq. (33) 
with Eq. (38) and using the equality 

2FI(n + 1,1 + I + iy;/ + 2 + iy;Z) 

= n:f (_lr F (n-,u)F(/+2+iY)z-P-I(z_lr- n 
p=o n!F(/+I+iy-,u) 

+(-Ir F(/+2+iy) 
iyn!F(1 + I - n + iy) 

xz_I-I[Fir(Z)-I-/in iYZ~], (40) 
V= I v+ zy 

which will be proved in the Appendix. 

5. EVALUATION OF 1M Zla;B) AND PROOF OF 1M 
Xla;B) = 0 

We shall investigate the Coulomb-modified form factor 
gpl again. We rewrite Eq. (29), 

(plgtn) = (plgtll) - (k Igp/)kp-IZ/(a;B), (41) 

and introduce the function XI by putting 

Z/(a;B) = XI (a;B ) + ilrnP\ir. - irl(u) 

+ Fir (Ba)P \ - ir.irl(u) - Fir(B la)p\ir. - irl(u). 
(42) 

In view ofEq. (33) we have 

XI (a;B ) - zlrnP \ir. - irl(u) 

=( _1)/+liyF(/+ I +iy) ± (jm)(a
2

_1)-m 
m=O (1- m)! 

[ 
I m (Bat 

X F(m + I + iy) V~I v + iy 

I-m-I Ii! (Ba )P+I] 
- (Ba)m P ~ 0 F (,u + m + 2 + iy) Ba - 1 

- ( - I)/! Idem,a-a-Ij. (43) 

In this section we shall prove that XI(a;B ) is real when 
p, k, fl, and yare real. It is difficult to derive this from Eq. 
(43). Instead we use Eq. (30), which we rewrite 

Z/(a;B) 

= (a - a-I)/+ liy f [tB + (tB)-1 - a - a-I] -I-I 

Xtir-Idt. (44) 

For convenience we shall suppress the arguments of ZI and 

XI' 
We are going to prove the following two equations: (i) 

From Eq. (42) 
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ZI -Zr=XI-Xr -IF(I +iyW 
X [( - aB .)irp\ir. - jrl(u) - c.c.], (45) 

(ii) from Eq. (44) 

ZI -Zr = -IF(! +iyW 
XB - ir[ ( - a)irp\ir, - jrl(u) - c.c.]. (46) 

By combining Eqs. (45) and (46) we obtain XI - X r = 0 
(note that B - ir is real). 

(i) It is easily verified that one has from Eq. (42), 

ZI -Zr =XI -Xr + 2z1rnP\ir.-iY1(U) 

+ p\-ir.irl(u)[Fir(Ba) + F -ir(B ·Ia·)] 

_P\ir.-irl(u)[F _ir(B·a·) + Fir(Bla)]. 

Because of the branch cut of Fir we have to be careful in 
distinguishing a from a· (recall that Imk !O). By using 
B· = B- 1, Fir(Ba) = Fiy(Ba·) (for 1m k!O), and 

Fir(z) + F -ir(z-I) = I + F(I + iy)F(1 - iy)( - z)- ir, 

we get 

Fir(Ba) + F _ ir(B ·Ia·) = I + IF(I + iyW( - a*B) - ir. 

In this way Eq. (45) is readily verified. 
(ii) In order to prove Eq. (46), we first put r = t - I in the 

integral in Eq. (44). Then we get 

Z/(a;B) = (a - a-I)/+ liy 

X LX> [r-IB + rB -I - a - a-I] -I-Ir-ir- Idr.(47) 

By combining Eq. (47) with Eq. (44) we obtain 
Z/(a;B) - Zr(a;B) = (a - a-I)/+ liyB -ir 

Xl
OO

(x2 + 2bx + I) -1- Ixir+ Idx, 

(48) 
where 

b = (k 2 + p2)/(k 2 _ p2) = _ ~(a + a -I). 

Assuming for convenience k > p, we have 

loo(X2 + 2bx + I)-I-Ixir+ldx 

=2-/(/!)-IF(/+ l_iy)e1rY(k2_p2)/+IQt(U) 
2pk 

= iTr (k 2 _ p2)1 + I 

sinh 'TTY 4pk 
X [( - a)irpyr. - irl(u) - ( _ a) - irp\ - ir.irl(u)]. (49) 

Since a - a-I = 4pk I(k 2 - p2), theproofofEq. (46) follows 
easily from Eqs. (48) and (49). Finally, by comparing Eqs. 
(45) and (46) we get XI = X r, by noting that 

(_ alB)ir =B -ir( _a)ir. 

When k > p, we have - a > 0 so that this equality is obvious. 
On the other hand, when k <p, we have a > O. Then we get, 
by using k---+k + iE, E!O (/3>0, k>O), 

( _a)ir =e- 1rYair, 

( _ B ) - ir = e - 1rY B - ir, 

hence 

( _ alB )ir = air( _ B)-ir = e-1rYairB -ir = ( _ a)irB - ir. 
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This completes the proof of the fact that XI is real. The 
imaginary part of ZI follows from Eq. (46), which can be 
rewritten as 

- 21T1.1 . 
Z (a'B) - Z*(a'B) = "I B -11' I , I, e21TJ' _ 1 

X [a i1'p)i1'. - i1'l(u) - c.c.]. (50) 

6. SUMMARY 

In this section we shall give a summary of the most 
important results concerning the off-shell Tmatrix for Cou
lomb plus simple separable potentials; see Eq. (1). It is suffi
cient to give explicit expressions for the quantities given by 
Eq. (2) and (3). In Eq. (23) we have obtained 

G _ (2/+ I)!! (a+.8)-2/-1 -1 
(gall eI Igp,) - (2/)!! (a _ ik )lj3 _ ik) 1+ 1 + iy 

X 2F I(I,iy -I;iy + 1+ 2;AB). (51) 

The Coulomb-modified form factors are given by 

(plgp,) = (plgp,) - (k Igp/)kp-IZ,(a;B), (52) 

Z,(a;B) = XI (a;B ) + ilmP)i1'. - i1'l(u) 

+ Fir (Ba)P) - i1'.i1'I(U) - Fir (B la)P )i1'. - i1'l(u), 
(53) 

where 

XI (a;B ) _l1mP)i1'. - i1'l(u) = ( - 1)'+ liyr(1 + 1 + iy) 

I (2 1)-m 
X I (jm) a - , 

m=O (/-m). 

X [ 1 i (Bar _ (Ba)m 
r (m + 1 + iy) v = I V + iy 

I-m-I 
X I 

1"=0 

f.-l! ( Ba )1"+1] 
r (p, + m + 2 + iy) Ba-l 

(54) 

Here p, k,.8, and yare supposed to be real. In this case 
XI (a;B ) isreal. Fori = 0,1,2, wehaveobtainedfromEq. (54), 

Xo=O, 

XI =iy(B-I-B)D- I 

=.8yk -1(k2 _p2)lj32 +p2)-I, 

X 2 =!yD-I[y(a-a-I)+i(B-B- I) 

X { 1 - a
2 

_ 3 1 + a2 
}] 

aD 1 - a2 

PT .8 2 + k 2 .8y(k 2 _ p2) = - + ---'--'--'------!....~ 
2k .8 2 + p2 4pk 2lj3 2 + p2)2 

X [3( p4 + k 2.8 2) + 5p2lj3 2 + k 2)], 

where 

D=B+B-I-a-a- I. 

It is interesting to note that 

XI(a;l)~/(plk ), 

(55) 

(56) 

whereXdplk) has been introduced in Ref. 12. The particu
lar case B = 1 is obtained by letting.8 __ 00 • Then we get from 
Eq. (55), 

Xo = XI = 0, X 2 = ~Tplk, 
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in agreement with Eq. (1Ia) of Ref. 12. 
From Eq. (42) we have derived a convenient recursion 

relation for X, = X,(a;B): 

1 +a2 d 
(/+ 1)XI+I =(/+ 1)--2 XI +a-XI 

I-a da 
+ yD -I[(a - a-I)/, + i(B -I -B)Rd, 

(57) 

where 

R, = ReP)i1'.-i1'l(u), 

/, = ImP )i1'. - i1'l(u); 

see the Appendix. 
In Eq. (30) we have obtained a useful integral represen

tation for Z,' 

Z,(a;B) = B 1+ I(a - a- I)'+ liy 

X .c [(1 - tBa)(1 - tB la)] -/- It i1'+ Idt. 

(58) 

A representation which is particularly convenient for nu
merical calculations is given by Eq. (39), 

Z,(a;B) = iyBa. (~)I ± ('1m)(I-B~)m 
I + 1 + ly 1 - Ba m = 0 1 - a 
X 2F I(I,m + 1 + iy;1 + 2 + iy;Ba) 

- (- 1)1 {Idem,a--a-Ij. (59) 

Note that the sum of the first two parameters of 2FI minus 
the third one is equal to a non positive integer. 

When p,.8, yare taken real, and 1m k ~O, the imaginary 
part of Z/(a;B) can be evaluated with the help ofEq. (58). We 
have from Eq. (50) 

- 2iC 0- 2B il'lrnZ/(a;B) 

= ai1'p)i1'. - i1'l(u) _ a* - i1'p) - i1'.i1'I(U), (60) 

which can be rewritten as [cf. Eq. (7.7) of Ref. 8] 

Bil'lrnZ/(a;B) = !1Tp(f~)-I(pl Vel Ikl + )c. (61) 

Here 

C~ = 21Tr(e21TJ' - 1)-1, 

icl = e1TJ'12I!1r(/+ iy+ 1). 

Finally, in Eq. (27) we have obtained an interesting con
nection between the Coulomb-modified form factor Igp/) 
and the Coulomb Jost state I kl r ) c 

lim (17'/2)1/2.8 21 + 2( plgp,) 
/3-+00 

= p' - !1Tk 1+ I( pi Vellkl r)cfcl l 

= ~1Tk ,+ l(p2 _ k 2)( plkl r )cfc/ l . (62) 
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APPENDIX 

In this Appendix we shall prove Eqs. (31), (32), (36), (40), 
and (57). Denoting the integral in Eq. (31) by JI , we have 
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JI = ir f [(1 - ta)(1 - tb)] -1-ltl+jYdt 

= ir(..{ciii) -1-1- jy ((1 + r - 2rx) -I-I~ + jYdr, 

(AI) 

where r = t..{ciii and x = !(ab )-1/2(a + b). By using 

(1 + r - 2rx) -I-I = i: r"'C~+ I(X), Irl < 1, (A2) 
m=O 

we get, assuming here 0 < a < 1, 0 < b < 1, 

JI = ir i: (I + 1 + ir + m)-I(ab t/2C~+ I(X). (A3) 
m=O 

Byputtingplk = (a l /2 + b 1/2)2(a - b )-1 inEq. (A32) of Ref. 
8, we obtain 

( 
b - a )1 + I C I + I (a + b ) 
(ab)I/2 n-I-I 2(ab)I/2 

= (! r/2p~", -n{: ~ !) 
_ (!) -n/2p~ _ "'"{: ~ !). 

Inserting this equation into Eq. (A3), and using 

p ~n, - nl( _ z) = ( _ )Ip \ - n,",(z), 

we obtain 

JI = };(a;b) + };(b;a), 

with 

};(a;b) 

(A4) 

(A5) 

= ir(a - b )-1-1 f (n + ir)-Ia"p\",_",(b ~ a). 
n="-+ I b a 

In order to reduce this further we use lO 

p)".-nl(u) 

(A6) 

= (~~( 1 + U)llim "PI( -I,n -I;€ - 2/;_2_). (A7) 
2 E->O l+u 

Substituting furthermore 

i: 1+ 1 + ir (n + 1) ~ 
m = 0 m + 1+ 1 + ir m m! 

= "p1(n + 1,1 + 1 + ir;/ + 2 + ir;z) 

and 

(~I)( - I )"/( - 2/)" = ell- "), 

we get 

'" "=++ I (n + ir)-Iz"P)'" - "'(u) 

=z1+ 12- 1(1 + uf(/+ 1 +ir)-I 

X ± (21I-n)(_2_)" 
n=O 1 + u 

X"pI(n + 1,1 + 1 + ir;1 + 2 + ir;z), 

which is just Eq. (36). Hence from Eq. (A6), 
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(A8) 

};(a;b) = ir. (_a_)I+1 ± (21I-n)(b-a)"-1 
I + 1 + lr a - b n = 0 b 
X"pI(n + 1,1 + 1 + ir;1 + 2 + ir;a). (A9) 

By applying now Eqs. (A12-A14) and using the equality 

p)_jY.jYI(b +a) = (_1)1 r(1 + 1 + ir) 
b - a I !F (1 + ir) 

X ± (I + I)m( - /)m (_h_)m, 
m=O (1 + ir)mm! h - a 

(Ata) 

the proofofEq. (32) follows. 
It may be noted that, according to Eqs. (30) and (31), 

(All) 

where in the right member a is replaced by Ba and b by B I a. 
Furthermore, we have to prove Eq. (40). The reduction 

ofthehypergeometricfunction 2F,(n + 1,a;a + I;Z)toFjy(z) 
is performed in two steps. (We put I + 1 + ir = a for conve
nience here). In the first place we have, by integration by 
parts, 

11 ta-Idt 
"P,(n + I,a;a + 1;z) = a I 

o (I - tz)" + 

_ a [ t a - I ] I ala - I) ( t a - 2 dt 

nz (1 - tz)" 0 nz Jo (1 - tz)" 

= nil (_ lY' rIa + IW(n - J-L) Z-Jl-l(1- zY'-n 
Jl =0 F(a - J-L)F(n + I) 

+ (_ 1)" rIa + 1) z-" 
r(a-n+ I)r(n+ 1) 

X"PI(I,a - n;a + 1 - n;z), (A12) 

by iteration. The second step consists of reducing the "P, in 
the right member ofEq. (AI2). By iteration of 

"p1(1,/3;/3 + I;Z) = I + ~ "P,(1,/3 + 1;/3 + 2;Z) 
1+/3 

(A13) 

we get 

"p1(1,/3;/3 + 1;Z) 

,,-1 /3zv Pz" 
= I -- + -- 2F I(I,/3 + n;/3 + n + I;z). (AI4) 

v=ov+P n+p 

By combining Eqs. (AI2) and (AI4) the proof of Eq. (40) is 
readily obtained. 

Finally we shall prove the recursion relation for XI' Eq. 
(57). To this end, we start from Eq. (42). Introducing for 
convenience 

RI = RePYy·-jYI(u), 

II = ImP)jy· -jYI(u), 

we have, suppressing the arguments of ZI and XI' 

ZI = XI + ill + Fjy(Ba)p\ - jy,iYI(U) 
- Fiy(Ba-l)pyy, - jYI(u). 
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From Eq. (30) we have, introducing hl(a), 

ZI(a;B) 

= (a - a-I)I+ liy f [tB + (tB)-1 - a - a-I) -1-1 

Xtiy-Idt 

=(a - a-I)I + Ihl(a), (AI7) 

from which we derive 

-.!!...- hl(a) = (I + l)h l + I (a) -.!!...-(a + a-I), 
da da 

hence 

d Z _ 1+ 1 1 + x2 
Z 2(1 + 1) Z 

dx I - -x- 1 _ x2 I - 1 _ x2 I + I' 

where x = p/k. We shall use furthermore, 

d iy iy 
-Fiy(z) = --Fiy(z) 
dz z(l-z) z 

and 

(1 - r).!!-. P\iY, - iY1(Z) 
dz 

(AI8) 

(AI9) 

= (iy + Iz + ziP \iY, - iYI(z) - (I + I)P \i~ .. iY1(Z). (A20) 

Equation (AI9) is well known (cf. Ref. 2), and the proof of 
Eq. (A20) follows by substituting 

P\iY, - iYI(z) = (11 iYbFI( - 1,1 + l;iy + q - ¥), (A21) 

and using the hypergeometric series representation for ~I' 
We differentiate both members ofEq. (A16) with re

spect to x = p/k. Then we obtain, using Eqs. (AI8-A20) 

-.!!...- ZI = 1+ 1 1 + x
2 

[XI + ill + Fiy (Ba)p \- iY';YI(u) 
dx x l_x2 

- Fiy(Ba-l)p\iY, - iY1(U)] 

2(1 + 1) [X '1 F (B )PI- iYiY1( ) 
- 2 1+ I + l 1+ I + iy a 1+ I' U 

I-x 
- Fiy(Ba -I)P \i~ .. iY1(U)] 

=-.!!...-X i
x2

- 1 -.!!...-I +~ 
dx I + 2x2 du I x2 - 1 

X [ __ I_ p \-iY,iY1(U) + _a_p\iY,-iY1(U)] 
I-Ba a-B 

+Fiy(Ba)[x:~~ P\-iy,iY1(U) 

+ x
2 

- 1 -.!!...- pl- iY,iY1(U)] 
2x2 du I 

- Fiy(Ba-I)[x22: 1 P\iY, -iY1(U) 

+ x~ 1 :u P\iY,-iY1(U)]. (A22) 
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The coefficients of the corresponding hypergeometric func
tions in the members ofEq. (A22) tum out to be equal, which 
gives a considerable reduction. Equating the imaginary parts 
in Eq. (A22) we obtain 

(I + 1)/1+ I 

= (I + 1) x
2 
+ 1 II + (x

2 
- 1 )2 -.!!...- I + R (A23) 

2x 4x2 du I Y I' 

which can be rewritten as 

(I + 1)11+ I = (I + l)uII + (u2 - 1) -.!!...-II + yR I. (A24) 
du 

The proof ofEq. (A24) follows also from Eq. (A20) by insert
ing Eq. (At5) and splitting real and imaginary parts. Equat
ing the real parts of the members ofEq. (A22) we obtain 

(x2-1)-.!!...-XI +(/+ l)(x+x- I)XI-2(/+ t)XI+1 
dx 

= 2iy[ RI - (1 - Ba)-I(RI - ill) - (1 - Ba-I)(RI + ill)] 
= 2iyD -I [RI(B - B-1) + iII(a - a-I)], (A25) 

where 

D=B+B-I-a-a- I. 

Note that D is real and B - B -I is imaginary (B -I = B *), 
which shows that the right members ofEq. (A25) are real. 

Finally, we rewrite Eq. (A25) as follows: 

1 +a2 d 
(I + I)XI+ J!a;B) = (I + 1) 1 _ a2 XI (a;B ) + a da XI (a;B ) 

+ yD -I [(a - a-I)/I + i(B -I - B)Rd, (A26) 

which is the desired recursion relation, Eq. (57). 
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The description of the pion-pion partial waves which are analytic and crossing symmetric is 
equivalent to solving a generalized Riesz problem. A continuous family of solutions of this 
problem is constructed. 

PACS numbers: 11.20.Fm, 11.50.Jg 

I. INTRODUCTION 

Let (hn)i be an infinite sequence of complex numbers. 
Weare interested in the following problem. 

Problem: Given a positive number p > 0 and an infinite 
sequence (hn )\, of complex numbers, it is required to find 
among the functions 

00 

I(z) = I anzn - I 

"=1 

regular in the disk Izl < 1 those for which 
00 

I anhn = 1, 
n=1 

11/111<p-l. 

(1.1) 

( 1.2) 

II I III is the norm of a function in Hardy space HI of analytic 
functions defined as the set of those functions which satisfy 

IIIIII = SUP[(1I21T) (21T I/(reie)l de] < 00. 
r< I Jo 

This problem is the generalization of a problem by F. 
Riesz originally stated for a finite sequence (hn If and the 
minimum norm in the HI space. I 

Stated as above, the problem appears in the S-matrix 
theory of elementary particle physics and is equivalent to the 
problem of constructing partial waves of a scattering process 
that are crossing symmetric and analytic in a certain do
main. 

This is easily seen if we remember that the crossing sym
metry takes a simple form when it is expressed on partial 
waves. For example in the pion-pion scattering the first (and 
the simplest) crossing relation has the form2 

[(4-S)[5/6 (S)-2/g (S)] ds=O, (1.3) 

where I ~ (s) denotes a partial wave of isospin I and orbital 
momentum 1. 

The partial waves are real analytic functions in a do
main of the s complex plane,3 a domain which includes the 
disk Izl < 1, z = (s - 2)/2. If we make the transformation 

S~(s)= 1 +2[(4-s)/sll/y~(s), 

the integral relation (1. 3) is equivalent to 

where the sequence (h n )\, is given by 

hn = (2/1T) J~ I (1 - X
2

)1/2X
n 

- I dx 

= [ [1 + ( - 1)" - I ]!1TIB (3/2,n/2) ( 1.4) 

and an are the coefficients in the power series expansion of 
the function 

5S6(s) - 2Sg(s) ~ n-I 
I(z) = = £." anz . 

3 n=1 

In a previous paper4 we found the solutions of the prob
lem in the case p = s k , S k being the singular numbers of the 
Hankel operator H = (hi + j _ I)i defined by the sequence 
(h n ) i . The singular numbers of a (non-Hermitian) operator A 
are the eigenvalues of the nonnegative operator (A * A ) 1/2. For 
a Hankel operator A * = A, the bar denoting complex conju
gation. 

The solutions have the form 

(1.5) 

where n is the multiplicity of the singular number Sk' P (z) an 
arbitrary polynomial of degree less than n, and a{z) and rpe (z) 
respectively inner and outer functions uniquely determined 
by the operator H. 

It happens that analyticity and crossing symmetry to
gether give rise to a Hankel operator which is positive, trace 
class, and with multiplicity of eigenvalues equal to unity. 4 In 
this case the solutions (1.5) have the simplified form 

I{z) = Sk- l<p ~(z), 

where <Pk (z) denotes the function rpk (z) = "1.:;= I tnzn - I, 

t = (tl,t2,,")Et; being the orthonormal eigenvector of the 
equation 

Ht=Skt· 

If P > IIH II, the problem has no solution.5 The case re
maining unsolved is that where 

Sk>P>Sk+I' k=I,2,.··. 

The aim of this paper is to construct a continuous fam
ily of solutions for this case. Although, by this construction, 
we do not entirely solve the problem, we consider the finding 
of these solutions a decisive step towards the construction of 
all the solutions of the Riesz problem. 

Our procedure of constructing solutions is given in the 
next section. The paper ends with some remarks concerning 
the explicit construction of solutions for the pion-pion scat
tering. 
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II. CONSTRUCTION OF SOLUTIONS 

With the sequence (hn)i'" we will associate the following 
objects: 

(1) the Hankel matrix H = (h j + j _ I Ii'; 
(2) the continuous functional <PH defined on HI by the 

expression 

n ( j-l) 
<PH (/) = !~~ j~1 1 - -n- hjaj , 

where 

'" 
I{z) = L an~ - IE HI' 

n=1 

For 

5 = {5j)i and TJ = (TJj)i, 5,TJEi:z, 

we will define the functions 

(2.1) 

5+(t)= i 5j t
j - l

, TJ-(t)=i TJjt j-
j
, t=exp(iO). 

j=1 )=1 

It is easily shown5 that for any bounded H we have 

<PH{5+~-t)=(H5,TJ), t=exp(iO). (2.2) 

Hence, if (H5,TJ) 1'0, the function 

g(t) = 5 +(t) TJ -(t) t I(H5,TJ) 

will satisfy the relation (l.l), i.e., it will be a crossing symmet
ric function analytic in the disk Izi < 1. 

If the sequence (hn)i is given by 

h n = fl xn - I da(x), n = 1,2, .. " (2.3) 
-I 

with a(x), in general, a complex measure with bounded vari
ation, the final results take a remarkably simple form. The 
case (2.3) includes all the cases of physical interest, and we 
will state our results for the class of Hankel operators gener
ated by sequences of this form, although our method of con
structing solutions is applicable to any Hankel operator 
which has, at least, a finite number of singular numbers s k as 
will be evident from the explicit construction of the solu
tions. 

Let IIH II = SI;;.S2;;.S3;;.· .. Sk >Sk+ I ;;. ... be the enumera
tion of the point spectrum of (liH) I 12, the eigenvalues being 
included with their multiplicities. 

In the following we shall suppose that 

(2.4) 
which is the case left unsolved. 

The basic idea of our procedure is to find a one-dimen
sional perturbation of the operator liH such that the new 
operator has the number p as a singular number. After
wards, the solutions will be constructed from the Schmidt 
pairs associated with the singular number p of the perturbed 
operator. A Schmidt pair (p,q), p,qEt; corresponding to a 
singular number s of a Hankel operator is a pair of vectors 
which satisfy the relations 

1283 

Hp=sq, Hq=sp. 

Let Rp be the resolvent 

Rp = (p2/ - HH)-I. 
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(2.S) 

For p 2tsp(iiH ) we define an analytic function of two varia
bles in the bidisk lal < 1, Izl < 1: 

00 

rnJ ) "(R-) m-I n-I 
;:r p(a,z = ~ p m.na Z , (2.6) 

m,n= 1 

where (R) are the matrix elements of Rp in the orthonor-p m.n 

mal base ej = (8ij)i= I,j = 1,2,···. This object will play an 
essential role in the construction of solutions of our problem. 
These solutions will satisfy relation (1.2) taken with the sign 
equal and are given by the following theorem: 

Theorem: Let p > ° be a positive number satisfying the 
inequality (2.4). Then the functions 

JI 9 p (a,x)d a(x) 
l(t)=i1p9p il2- 29p(a,t) -I l-xt (2.7) 

are solutions of the Riesz problem with norm given by 
II fill = P -I. These solutions depend on a parameter a, 
lal < 1, and the root of the equation 

9 p (a,a) = 0. (2.8) 

Proof: Let <p{z) be the Blaschke factor <p(z) = (z - a) 
X (I - aZ)-I, la I < 1. The operator H' = H<p (T), where Tis 
the shift operator, is a Hankel operator since it satisfies the 
relation T * H' = H 'T, which is the relation of definition for a 
Hankel operator. The shift Tacts on t; as T5 = T(51,s2"") 
= (0,51,52'''') and its adjoint T* as T*ISI,s2>''') = 1S2"")' It is 

easily seen that <p(T)<p *(T) is an orthogonal projection onto 

the subspace CPt T It; and dim [ CPt T )t;] 1 = 1. 
Let e be the normed vector e = (I - laI 2)1/2{l,a,a2, ... ) 

whose span is the one-dimensional subspace t;e <p (T)i:z 

= [cp(T)~P. 

H'H'=H cp(T)Hcp(T)=H cp(T) <p*(T)H 

= H [/ - ( ,e)e]H = liH - ( ,He)He. 

This relation shows thatH' H' andHH differ each other by a 
one-dimensional perturbation. Now it is an easy matter to 
find an eigenvector for the new operator H 'H '. Let p be the 
vector 

p = RpHe = HRpe. 

The action ofR'H' onp is 

H'H'p = [HH - (,lie)He]p = HHRRpe - (HRpe,He)He 
= p2p _ p2(Rpe,e)He. 

Ifwe choose a, lal < I such that it satisfies the equation 

(Rpe,e) = 0 (2.9) 

the vector p will be an eigenvector corresponding to the ei
genvaluep2. The existence of such an a, lal < 1, follows from 
Stenger.

6 
In fact, Eq. (2.9) is nothing else than the equation 

9 p (a,a) = 0 written in another form. Since 9 p (a,z) is an 
analytic function of two variables, the dimension of the 
manifold of the zeros of g; p (a,a) is equal to unity. So, in 
general, Eq. (2.9) will have a continuum of solutions. 

Now let us find the vector q entering the Schmidt pair 
associated with the eigenvalue p: 

q =p-1H'p =p-1H<p(T)HRpe =p-I <p *(T)HRRpe 

= - p-I <p*{T)e + p <p *(T) Rpe. 
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Since by construction el rp (T)t;, it follows that 

rp*(T)e = O. Hence 

q = p rp *(T) Rpe. 

We shall denote by s~ the singular number of H '. Be
cause H' H I and HH differ each other by a one-dimensional 
perturbation, the singular numbers Sk and s~ verify the se
paration property7 

SI;;'S; ;;'S2;;'S2 ;;. •••. 

If p is chosen such that Sk > P > Sk + I , this property 
shows that there is only one Schmidt pair (p,q), i.e., the mul
tiplicity of p is equal to unity. 

With the pair (p,q) we form the function g(;)E HI 

g(;) =p-Ip +(;) q-(;); III p+ll~ 
= p-Ip +(; )q+(; )l11P+11~· 

The function g(; ) has the properties 

Ilglll =p-I, (/)H'(g) = 1. 

(2.10) 

The first property is a consequence of the unimodularity of 
q _ (; )1 p + (; ), a property which holds for any Schmidt pair of 
a Hankel operator. 7 The second is evident if we use the rela
tion (2.2). From the same relation (2.2) we get 

(/)HI/J,T) (h (;)) = (/)H (t/J(;)h (;)) 

for any bounded analytic function t/J(; ) and any analytic 
function h (; )E HI' 

This last relation gives the key of construction of solu
tions to our problem. Indeed, if we take t/J(z) = rp (z) = (z - a) 
X (I - liz) - 1, the function 

1(;) =rp(;)g(;) =p-I f.=-;;p+(;)q+(;)lllp+II~ (2.11) 

will satisfy the relations 

(/)H(f) = I, 11/111 =p-I. 

Hence 1(; ) is a solution of Riesz problem. These solu
tions depend on the parameter a, the root of Eq. (2.8). They 
take a simpler form when the Hankel operator H is generat
ed by a sequence ofthe form (2.3) since then both the func
tions p + (; ) and q + (; ) are expressed directly in terms of 
&' pta,;). 

By definition we have 

q+(z) =p f (rp *(T) Rpe)n zn - 1 

n=l 

= p( rp *(T) Rpe,Z) = p(Rpe, rp (T) Z), 
where Z is the complex conjugate of Z = (I, z, Z2,. •• ). In or
der to evaluate the last scalar product, we shall make use of 
the isometric isomorphism between the Hilbert space t; and 
H 2• By this isomorphism we have the correspondence 

Thus 
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1(' I-az =p(1 -laI 2)1 2 &'p(a,z)--_-
z-a 

_ /J7J ( -) 1- lal
2 

) 
y p a,a _. 

z-a 

The last term being equal to zero, we get 

2/ 1 - az 
q+(z) =p(1 -Ial )12 --_- &' p(a,z). 

z-a 

On the other hand, 

p+(z) = f (HRpe)nzn -I = f Hnm(Rpe)mz" - I 

n=1 ~n=1 

m.~ I J~ I d a(x)xm + n - 2(Rpe)mzn - I 

= (I - la1 2)1/2 I-I I d 0iX)&' p(a,x) 
I -xz 

Since Ilplb = IIqlb =p(I-laI2)1/211&'p(a,;lII2' the relation 
(2.11) takes the form (2. 7), i.e. , 

II d a(x) &' (a,x) 
1(;) = IIp&'p(a,;)11;2&'p(a,;) _I 1-:; 

which proves the theorem. 
By the above construction we do not get all the solu

tions of the Riesz problem. Taking rp(z), a finite Blaschke 
product, we can obtain an n-dimensional perturbation of 
HH, and similarly one can construct other solutions. All the 
solutions of the problem will be given by the convex hull of 
the extremal solutions. 

Our conjecture is that the solutions (2.7) are the only 
extremal solutions of the Riesz problem. 

III. CONCLUDING REMARKS 

In the following we will present some heuristic consid
erations concerning the construction of pion-pion partial 
waves by supposing our conjecture is true. 

Let a = aIEl be the solution ofEq. (2.8), where E goes 
over the frontier of a domain D entirely contained inside the 
disk lal < 1. Let E(W) be the conformal mapping of the unit 
disk Iwl < I onto this domain. So a = a(w). 

The norm II p&' p (a,; )112 being positive and depending 
on w, we can construct an analytic outer function 

( 
I 50

2
1' W + eilJ 

) G(w)=exp - --.lnllp&'pll2dO 
21T 0 w - e'lJ 

such that 

IG(eilJ)1 = II p&' P 112' 

The solutions (2.7) then take the form 

&'p(a(1/w),;) J~I d OiX)&'p(a(w),x)/(I-x;) 

1(;) = G(1/w)G(w) 

where w = exp(iO ). 
Since the domain D is entirely contained inside the disk 

lal < I, G (w) will be analytic in a bigger domain Iwl <,R, 
R> I, the singularities of G (w) appearing for la(w)l-l, as 

one can see from (2.6). Thus G (1/w) will be analytic in the 

exterior of a disk of radius r = 1/ R. Most probably G (1/w) 
will have a cut - 1 < - r<,w<,r < 1. Thus/(;) will be also 
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analytic in w in a domain that will contain at least the annu
lus 1/ R < w < R. Let w(z) be the confonnal mapping of this 
domain onto a standard annulus. Now we may try to con
struct the convex hull of solutions (2.7) by using the geomet
ric methods of Adamyan, et al.7 

In any case the above method requires the knowledge of 
the resolvent operator Rp . For pion-pion scattering this 
amounts to solving the eigenvalue equation 

HqJ = s({J, 

and, if His generated by the sequence (1.4), the equation has 
the fonn 

J
I (1 - X 2 )1/2 

~---'---({Jdx) dx =! 1T' Sk({Jk(Y)' 
-I l-xy 

On this fonn one does not see explicitly that H is a Hankel 
operator, but one can easily show that this is the case. 

Indeed, let K (x,y) be the kernel of the integral operator 
K: R + X R + __ R defined as 

K (x,y) = 1T-1/2¢'(3/2,3/2;(x + y)/2) 

= (2!1T) fO exp[ -t(x+y)/2J[t l
/
2/(t+ 1)] dt, 

where r,b(a,c;x) is the confluent hypergeometric function of 
second kind.8 

In the orthononnal base 

<Pn (x) = exp( - x/2)Ln _ I (x), n = 1,2,.·· , 

where Ln (x) are the Laguerre polynomials, we have 

(K<Pn)(x) = ~ r"" dte- tx/2 

1T Jo 
X ~(t-l )n-I(~)-n 

t + 1 2 2 
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and 

81"" t 1/2(t - 1 t + n - 2 
(K<Pn,<Pm) = - dt-~-.-:..--

1T 0 (t+l)m+n+1 

= ~JI (l_x2)1/2xm+n- 2 dx 
1T - I 

= 1 + ( - l)m + n B (2. m + n - 1 ) 
1T 2 ' 2 ' 

i.e., the operators Hand K are similar. Thus another fonn of 
the eigenvalue equation is 

L"" dx ¢'(3/2,3/2;(x + y)/2) g(x) = 1T1/2Sg( y) 

Although until now only very few Hankel operators 
have been diagonalized, we hope that the experts in the field 
will find the spectrum and the eigenfunctions of this equa
tion, facilitating the solving of the Riesz problem at least for 
the pion-pion scattering. 

IF. Riesz, Acta Math. 42, 145 (19201. 
2R. Roskies, Nuovo Cimento A 65, 467 (19701. 
3 A. Martin, Scattering Theory: Unitarity, Analyticity and Crossing (Spring
er-Verlag, Heidelberg, 19691. 

'P. Dita, Int. J. Theor. Phys. 16,201 (19771. 
'V. M. Adamyan, D. Z. Arov, and M. G. Krein, Funct. Anal. Appl. 2, 1 
(19681· 

6W. Stenger, J. Math. Anal. Appl. 28, 625 (19691. 
'v. M. Adamyan, D. Z. Arov, and M. G. Krein, Math. USSR-Sbomik 15, 
31 (19711. 

SA. Erd61y, Higher Transcendental Functions (McGraw-Hill, New York, 
19531, Vol. 1. 

P. Dita 1285 



                                                                                                                                    

Minimal electromagnetic coupling schemes. I. Symmetries of potentials and 
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Minimal electromagnetic coupling schemes entering into Klein-Gordon or Schrodinger 
equations are studied in connection with symmetries inside and outside the symmetry groups of 
the correspondingfree equations. Subsymmetries of relativistic potentials are classified up to 
conjugacy under the kinematical groups of the associated (constant and uniform) electromagnetic 
fields. Through in variance conditions on (physical) four-potentials a maximal character of the 
symmetry is obtained leading to the maximal symmetry groups of the corresponding wave 
equations with interaction. Usual and compensating gauge transformations are analyzed within 
the context of such invariance conditions applied to arbitrary electromagnetic fields. 

PACS numbers: Il.30.Cp, 1l.10.Qr, 02.20. + b, 11.15. - q 

1. INTRODUCTION 

The quantum theory of charged particles in classical 
(external) electromagnetic fields has always been considered 
as an interesting part of "physics with interaction". For ex
ample, the current text books in quantum mechanics present 
and extend the correspondence principle between classical 
and quantum physics through electromagnetic couplings; 
they also describe and discuss, for example, the Dirac equa
tion with minimal coupling to the electromagnetic field (in 
order to get the value of the Lande factor, etc.). 

In the last fifteen years, several contributions on such 
classical electromagnetic interactions have appeared in the 
specialized literature; they essentially developedgroup-theo
retica! studies applied to non relativistic and (or) relativistic 
particle physics. Let us mention more particularly the ap
proaches of Bacry, Combe and Richard, 1.2 Janner and Jans
sen,3 Schrader,4 Combe and Richard,5 Giovannini,6 Hoog
land,7,8 and Hussin.9•10 

All these studies deal with minimal electromagnetic 
coupling schemes (m.e.c.s.) or with symmetries of associated 
electromagnetic fields or potentials. These considerations 
concern well-known wave equations such as those ofSchro
dinger, Klein-Gordon, Dirac, .. ·. In fact, the above authors 
have studied, on the one hand, the nonrelativistic con
texf·3.5•

7.8 sub tended by the Galilei symmetry group I I and 
(or), on the other hand, the relativistic context l

•
3-9 dealing 

with the Poincare symmetry group. 12 They all consider in
teractions which can essentially be studied in connection 
with two categories of symmetries: 

i) inside the Galilei or (and) Poincare symmetry group(s) 
such as the Bacry-Combe-Richard methods, 1.2 for example; 

ii) outside these symmetry groups, considering their ex
tensions ll

•
13

-
15 and related properties such as the works of 

Schrader4 or Hoogland,7.8 for example. 
Let us also notice that if some of the above mentioned 

contributions do study symmetries of the electromagnetic 
fields, 1.2.4.7.8 others really consider symmetries of the poten
tia!s.3.6.9.10 Moreover we remark that the m.e.c.s. enter into 

alBoursier I.R.S.I.A. 1981-1982. 

the wave equations either by construction4 or by deduction 7.8 
depending on the purpose the authors follow. In such wave 
equations with interaction, let us recall that potentials and 
not fields occur; consequently symmetries of the wave equa
tions are effectively correlated to symmetries of the poten
tials (corresponding to specific m.e.c.s.) although we evident
lyknow that the physical quantity is the electromagnetic 
field F=(E,B) and that the scalar (V) and vector (A) poten
tials leading to such a field F fall into equivalence classes 
(through usual gauge transformations). 

In this note, we want to enhance and analyze the sym
metries of potentials and their associated m.e.c.s. into wave 
equations and, more specifically, into Klein-Gordon equa
tions. Our approach is different with respect to others3.6; our 
procedure shall combine in variance conditions 16 on fourvec
tors 17 and physical constraints induced from the Maxwell 
theory (in the relativistic case). When the Schrodinger equa
tion and its nonrelativistic context are considered, we can 
also refer to a Galilean electromagnetic field F (after Levy
Leblond and Le Bellac, 18 for example) and to an m.e.c.s. 
described in terms of the corresponding potentials Vand A. 
These potentials can also be submitted to in variance 
conditions. 

Effectively we will deal with both of the above categor
ies called "inside and outside the symmetry group" associat
ed with the free particle description we refer to. With the 
study of interactions, we will get informations either "inside 
the symmetry group" through its nonequivalent subgroups 
as will be clear in this paper (hereafter quoted as I), or "out
side the symmetry group" through its extensions as will be 
clear in the next paper (hereafter quoted as II). OUf study will 
always be connected with the m.e.c.s. introduced into rela
tivistic Klein-Gordon or nonrelativistic Schrodinger wave 
equations. 

Let us now describe the contents ofthis paper I and give 
some informations about II, these two contributions being 
interdependent in what concerns essentially the point of 
view of symmetries associated with m.e.c.s. outside the (free) 
symmetry group. This paper deals with inside and outside 

1286 J. Math. Phys. 24 (5), May 1983 0022-2488/83/051286-09$02.50 @ 1983 American Institute of Physics 1286 



                                                                                                                                    

symmetry properties and can be considered in the relativistic 
context as well as in the nonrelativistic one. For brevity we 
shall limit ourselves to the consideration of the relativistic 
case but since both (relativistic and nonrelativistic) descrip
tions can be set on an equal footing, we devote Sec. 2 to 
generalities on Poincare and Galilean symmetries. We par
ticularly insist on kinematical groups, 1.2 in variance condi
tions on potentials 17 which, in the Galilean context, are es
tablished for the first time, and on transformation laws of the 
electromagnetic fields in each context. This summary will be 
of special interest for the two papers. Symmetries inside the 
Poincare group are studied in Sec. 3. By taking the explicit 
case of Klein-Gordon equations with minimal couplings, we 
first discuss specific realizations of the symmetry operators. 
We relate them to covariant derivatives (Sec. 3a) given in 
terms of four-potentials as usual, but more particularly in 
terms of the so-called symmetric gauge. 1.19 The Poincare 
subsymmetries on four-potentials A are then discussed (Sec. 
3b) when these potentials lead to a constant and uniform 
electromagnetic field F(O). In correspondence with the only 
two l nonequivalent fields F(O) (i.e., the parallel Fi?) and the 
perpendicular F~O») we determine up to conjugacy the none
qui valent subgroups of the kinematical groups I G~: and G ~~ 
in order to get those of maximal dimension leading to some 
potentials A II and A 1 , respectively. Here we apply the Pa
tera-Winternitz-Zassenhaus method20

•
21 of subgroup clas

sifications combined with our invariance conditions on 
physical four-vectors. 17 The results are collected in two 
tables; we notice that the maximal dimensions are nil = 3 
and n1 = 4, respectively, and we determine some of these 
invariant four-potentials. Finally (Sec. 3c), we establish some 
properties and consequences in connection with gauge-sym
metrical potentials, realizations of generators and symme
tries of the associated Klein-Gordon equations. In Sec. 4, we 
make a few further remarks on compensating gauge trans
formations3.6 and symmetry properties independent of spe
cific forms of potentials. Here we effectively consider arbi
trary (nonconstant) electromagnetic fields and show other 
interests of our invariance conditions 16.17 on four-potentials 
in connection with compensating gauges, for example. Sec
tion 5 is devoted to some comments on symmetries inside the 
Galilei group when nonrelativistic m.e.c.s. are considered; 
through a parallel study of Sec. 3 with the elements displayed 
in Sec. 2b, we obtain the corresponding results. For brevity, 
we only quote some interesting facts enhancing the differ
ences between nonrelativistic and relativistic considerations. 

As already mentioned, the next paper II will concern 
more effectively m.e.c.s. and their associated symmetry pro
perties outside the (free) symmetry group through group ex
tensions of the Poincare and Galilei groups. The Schrader 
developments4 will there be of first importance, but their 
connections with our considerations (essentially Sec. 3a) will 
be studied in the relativistic context. The Galilean Maxwell 
group will also be constructed starting from our consider
ations given in Sec. 2b. 

In order to simplify the equations of papers I and II, we 
have chosen to use the natural units (Ii = 1, c = 1) and the 
summation convention on repeated indices (Greek indices 
running from 0 to 3 and Latin ones from 1 to 3). Moreover, 
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let us mention that we did not give further useful informa
tion on necessary notions such as group extensions, factor 
sets, compensating gauges, ... , but only refer for brevity to the 
original contributions. 

2. POINCARE AND GALILEAN SYMMETRIES
GENERALITIES AND NOTATIONS 

In order to study electromagnetic coupling schemes in 
the context of relativistic and nonrelativistic theories and 
equations, we have to give a very brief survey of the neces
sary elements on Poincare and Galilean invariances. Let us 
present some useful considerations in the following two 
subsections. 

2a. Poincare symmetry and its implications 

Minkowski space-time characterized by the tensor met
ric ( + , - , - , - ) refers to events 
x lxl"(,u = 0,1,2,3)) = IxO,xi(i = 1,2,3))=lt,x) submit
ted to Poincare (or restricted inhomogeneous Lorentz) trans
formations g=(a,A ) where a and A are, as usual, associated 
with space-time translations (generators pI-') and restricted 
homogeneous Lorentz transformations (generators 
WV = - WI"), respectively. The set I g) is the so-called 
Poincare group P with the multiplication law 

gg' = (a + Aa',AA ') = (au,A U) = gU. (2.1) 

Its elements act on x in the following way: 

x-d = gx:xl-'-x'l-' = (gxy" = (8' v + cd'v)xv + al-' (2.2) 

when infinitesimal parameters al-' and cd'V = - (J) vI-' are con
sidered. In connection with the usual choice 

(J) = (<<p,O), tP i = (J)0i, () i = !~jk(J)jk' €123 = 1, (2.3) 

the six Lorentz generators are defined by 

IMI"V) (K,J),MOi = Ki and P = !~jk~k (2.4) 

in correspondence with pure Lorentz transformations 
(boosts) and spatial rotations, respectively. So the Lie algebra 
of the Poincare group can then be written 

[P,J k ] = i€ jklJI, [P,Kk] = i€jkIK 1, 

[Kj,K k
] = - i€jklJI, 

[P,pk] = i€jk1pl, [Kj,pk] = i{jjkpO, 
(2.5) 

all the other commutators being equal to zero. A very well
known realization of these generators is given by 

PI" = - ial-' = - i J!....- (PO = - ia"p = IV), 
axl-' 

(2.6) 
J = i(xAV), K = i(tV + xa,). 

Under finite Poincare transformations, tensors transform 
very simply. For example, second rank tensors 
F(x)=IFI-'V(x)) and 4-vectors A (x)=IA I"(x)) have thefol
lowing transformation laws: 

(2.7) 

and 
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(2.8) 

In particular, specific tensors are of special physical interest; 
so is the (antisymmetric) second rank electromagnetic tensor 
F == I P'" } given in terms of the electric and magnetic fields 
by 

F=IFI'VI=(E,B), FOi=Ei, Bi=!E'JkFjk' (2.9) 

or the physical 4-potential A = I V,A} where V is the scalar 
potential and A the vector potential. It is connected to F 
(through Maxwell theory) by 

FI'''' = a", AI' - a!, A",. (2.10) 

This corresponds to the usual definitions 

E = - grad V - alA, B = rotA. (2.11) 

Let us also mention the dual of F defined by 

*F={ *FI''''l = (- B,E), *Fl'v = x - ~e-'vFpa, 

(Eo m = 1) (2.12) 

and the Maxwell equations 

avFl'v = j, av *Fl'v = 0, (2.13) 

wherej= I j I = {p,j} is the current 4-vector. The first set of 
Eqs. (2.13) corresponds to the Maxwell equations with 
sources 

rotB - ~ E =j, divE =p, at (2.14) 

and the second set is equivalent to the definitions (2.11). 
Electromagnetic tensors invariant under Poincare 

transformations, i.e., such that 

gF=F (2.15) 

from Eq. (2.7), have already been studied.22 Under infinitesi
mal transformations, the invariance conditions are: 

6A E - cl»A B + iP E = 0, 

6A B + cl»A E + iPB = ° (2.16) 

with 

iP=(tcl» + xA6).~ + (x'cI») ~ - a·V. (2.17) ax at 
In particular if, after Bacry-Combe-Richard,l we are inter
ested in the constant and uniform case(iPE = iPB = 0), it is 
easy to determine the so-called kinematical group G ~J of F 
which is a Poincare subgroup of dimension six 

G~J={PI',Q,Q*J, (2.18) 

where 

Q = J·B - K·E, Q * = J·E + K·B. (2.19) 

In fact, we essentially get two nonisomorphic kinematical 
subgroups in correspondence with the only two nonequiva
lent constant and uniform tensors F II and F i . We notice that 
if 

i) FI! = { E==(O,O,E), B={O,O,B)} 

we get 

G(OJ_{J 3 K3 Pl'l' 
FII " , 

ii) Fi = {E={E,O,O), B=(O,E,O) I 
we have 
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(2.20) 

(2.21) 

(2.22) 

(2.23) 

Finally, 4-vectors invariant under Poincare transfor
mations, i.e., such that 

gA=A (2.24) 

from Eq. (2.8), have also been considered 16,17 leading to the 
following invariance conditions: 

cI».A-iPV=0,6AA-cI»V+iPA=0, (2.25) 

where iP is given once again by (2.17). The corresponding 
kinematical group G ~J of a (constant and uniform) A is also a 
Poincare subgroup, but of dimension seven; its explicit struc
ture has already been discussed. 17 

2b. Galilean symmetry and Its Implications 

Space-time events of the Newtonian world can also be 
referred to by x=(t,x) but are submitted to Galilean transfor
mations ll g=(b,a;v,R ), where b, a, v, and R are the param
eters associated with time and spatial translations, pure Ga
lilean transformations and spatial rotations, respectively. 
The corresponding generators are then denoted by H, P, K, 
and J. Such Galilean transformations act on x in the follow
ing way: 

X~x' = gx:gt = t + b, gx = Rx + vt + a, (2.26) 

and form the so-called Galilei group with the multiplication 
law 

gg' = (b + b I,a + Ra' + vb ';V + Rv',RR ') 

= (b l,a l ;v",R ") =g". (2.27) 

The corresponding Lie algebra has the following nonzero 
commutation relations II: 

[P,J k ] = iEjklJ 1, [Ji,Kk] = iEJkIK 1, 

(2.28) 

[P,pk] = iE JklP I, [KJ,H] =ipJ. 

By comparison with the Poincare algebra (2.5), let us notice 
the (expected) differences in the commutation relations 
between the K's among themselves and between the K's and 
P's. A well known 11 realization ofthe generators is also giv
en by (2.6) with pO=H but when the K's have the form 

K = itV. (2.29) 

Now as the Galilean context deals with nonrelativistic 
considerations, it makes no sense to study Maxwell theory 
without modifications. Different works have already ana
lyzed such questions and, after Le Bellac-Levy-Leblond,18 
we maintain the discussion of an "electromagnetic" field F 
defined in terms of electric (E) and magnetic (B) fields, satis
fying the following equations: 

aB 
rotE + - = 0, divB = 0, (2.30) at 

and 

rotB = j, divE = p. (2.31) 

Such an "electromagnetic" theory refers to the "magnetic 
limie g

" and is invariant under the Galilean transformations. 
Let us notice that Eqs. (2.30) leave the definitions ofE and B 
in the same form as in the relativistic case [cf. Eqs. (2.11)] and 
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lead to the introduction of a scalar potential V (x) and a vector 
potential A(x). Then it is easy to establish the following trans
formation laws 18 (the laws analogous to Eqs. (2.7) and (2.8) in 
the relativistic context): 

and 

gE(x) = RE( g-IX) - vARB( g-IX), 

gB(x) = RB( g-IX), 

gV(x) = V(g-IX) + v·RA(g-IX), 

gA(x) = RA( g- IX). 

(2.32a) 

(2.32b) 

(2.33a) 

(2.33b) 

Equations (2.32) ensure the in variance of the theory sum
marized by Eqs. (2.30) and (2.31). 

In the following, we will always refer to Galilean e1ec
tromagneticfields F=(E,B) when the above considerations 
are taken into account. 

Now let us deal with Galilean electromagnetic fields 
invariant under Galilean transformations in complete ana
logy with the relativistic considerations. Bacry, Combe, and 
Richard2 have determined the possible structures of the kin
ematical group associated with a constant and uniform Gali
lean electromagnetic field. If B =I- 0, they got a Galilei sub
group of dimension six 

G~)'={H,P,Q',Q*'J, (2.34) 

where 

Q' = B·J - E·K, Q*' = B·K, (2.35) 

sothatifweconsiderthecaseF II =( E==:=(O,O,E ),B=(O,O,B) I, 
the kinematical group G~:' is: 

G~)'==:={H,P,P,K31. (2.36) 
II 

It is the "same" subgroup as the one given by Eq. (2.21) in the 
relativistic case. If B=O, the corresponding kinematical 
group is of dimension eight 

G~)"={H,P,K,Q" J, (2.37) 

with 

Q"=E·J. (2.38) 

Finally we can determine the invariance conditions on 
Galilean electromagnetic fields and potentials in the sense of 
(2.15) and (2.24) of the preceding subsection, but when the 
transformation laws (2.32) and (2.33) are considered. We get, 
respectively, 

and 

OAE - vAB + ~'E = 0, 

OAB+~'B=O, 

v·A+~'V=O, 

OAA+~'A=O, 

where 

~'=(xAO - vt - a)·V - ba" 

(2.39) 

(2.40) 

(2.41) 

(2.42) 

(2.43) 

The constant and uniform particular case (~'E = ~ 'B = 0) 
is a starting point which can lead to Bacry, Combe, Rich
ard's results2 and the discussion of the kinematical groups 
(2.34) and (2.37). For invariant constant and uniform poten
tials (V,A) we get a kinematical group generated by seven 
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operators, as in the relativistic case. 

3. SYMMETRIES OF RELATIVISTIC POTENTIALS 

We have already discussed9 m.e.c.s. following Hoog
land's developments.7

•
8 In fact, starting from kinematical 

groups such as those given by Eqs. (2.21) or (2.23), their ex
tensions5 and some of their (equivalent) exponents, we con
structed Klein-Gordon-type equations with specific four
potentials issued from realizations of the generators of the 
extensions. 

In this section, let usfirst make a few comments on 
these specific realizations associated with the Klein-Gordon 
equations, on the corresponding four-potentials (leading to a 
constant and uniform F(oI) and the associated covariant de
rivatives (Sec. 3a). Secondly, let us consider (Sec. 3b) the 
problem of Poincare subsymmetries of such four-potentials 
and their maximal character through group theoretical ar
guments associated with invariance conditions. Thirdly, let 
us mention some properties and consequences (Sec. 3c) di
rectly obtained from the preceding results. 

3a. Realizations of generators and associated four
potentials 

If the parallel F-case is taken into account with G~) 
- II 

=(2.21), the extension of R by G ~), denoted by G~) , has an 
II II 

algebra characterized by the nonzero commutation 
relations8 

[P,11'1] = - i~, [P,~] = i11'1, 

[K\11'°] = i~, [K3,~] = i11'°, 

[11'1,~] = ieB, [11'0,~] = ieE. 

(3.1) 

Some realizations of these generators can easily be deter
mined in correspondence with specific exponents.9 With an 
exponent called9 51 we got the realization of generators 11'/J' 
J 3 and K 3 issued from Eqs. (2.6) but with the substitution of 
P/J by 11' /J' i.e., 

11'/J = P/J + eA ~), 

P = i(xay - yax ), K3 = i(taz +za, ), 

where A ~) is the gauge symmetrical potential 

A ~)(x) = ! F/Jvxv 

given here by 

Vll) = - !Ez, All) = !( - By,Bx, - Et ). 

(3.2) 

(3.3) 

(3.4) 

The method for determining the equation of motion is to 
consider the Casimir operator of the extension G~). SO with 

II 
the realization (3.2), we get the equation 

(D/J D/J + m2)¢r(x) = 0, (3.5) 

where 
D = a - ieA (0) = D (0) /J /J 1'.11 - I' • (3.6) 

In terms of these covariant derivatives (3.6), we notice that: 

11' = - iD(O) + 2eA (0) /J /J /J' (3.7) 

a simple fact due to the consideration of the exponent S I' 
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Now if we take an equivalent exponent, called95; for exam
ple, we got another (equivalent) realization 

1T~ = Pp. + eCp" 
J'3 = J3 _ !eB (x2 _ y2), (3.8) 

K'3 =K 3 - !eE(t 2 +r), 

with 

C=(Co,C):Co = 0, C = (-By,O, - Et). (3.9) 

We also get Eq. (3.5) with this realization but with new co
variant derivatives 

D ~ = Jp. - ieA~, 

where 

V' = - Ez, A' = (O,Bx,O). 

(3.10) 

(3.11) 

This four-potential does not enter into the 1T~ 's in contrast 
with the preceding case [cf. Eqs. (3.2) with (3.4)]. The correc
tion of such a "defect" can be given in terms of gauge trans
formations. Indeed it is easy to show that the potentials (3.4) 
and (3.11) are physically equivalent, 

A' =A(O) +J A 
p. p. p.' (3.12) 

where the gauge function A is given by 

A = - !(Ezt + Bxy). (3.13) 

So we notice that the realization (3.8) can also be rewritten 
with Eq. (3.10) 

1T' = - iD' + 2eA (0) p. p. p.' 

J'3 = [P(1 - ieA )], 

K,3 = [K 3(1 - ieA)). 

(3.14) 

Through these considerations we clearly see the interesting 
role of the symmetric gauge, the generality ofEq. (3.7), the 
infinity of realizations we can get with specific gauge func
tions A, and their interdependence at the level of all the real
izations of the generators associated with equivalent 
exponents. 

If the perpendicular F-case is studied with G~; =(2.23), 

the extension G~) is given by the nonzero commutation 
1 

relations 

[.Wfl ,1TO] = i~, 

[d',1T'] = 0, 

[d',~] = i(1TO - ~), 

[d',~] = i~, 
[1T0 ,1T'] = ieE, 

[d2,1T0
] = - i1T', 

[d2,1T'] = - i(1TO - ~), 

[d2,~] = 0, (3.15) 

[d2,~] = - i1T', 

[~,1T'] = ieE. 

We can also obtain9 a specific realization from the gauge 
symmetrical potential (3.3) which takes the form 

viOl = - !Ex, AiO) = !E (z - t,O, - x). (3.16) 

We then have 

1Tp. = Pp. + eA ~)l' 

d' = i{ y(J, + Jz) + (t -z)Jy J, (3.17) 

d 2 = - i{x(J, + Jz) + (t -z)Jx J. 
It is easy once again to show the validity ofEq. (3.7) with the 
corresponding covariant derivatives expressed in terms of 
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(3.16). If equivalent exponents are also considered in this 
"perpendicular" case, the developments analogous to the 
above ones can be done and the conclusions once again hold. 

Let us finally remark that in both casesF\i) andF~), the 
symmetric gauge potentials [respectively given by (3.4) and 
(3.16)] lead to realizations of the extensions where the homo
geneous Lorentz part is unchanged according to Eqs. (2.6) 
and where the new translation generators 1Tp. are only sub
mitted to modifications according to Eq. (3.7). 

3b. Four-potentials and group theory 

The space-time dependent four-potentials have a well
defined Poincare subsymmetry. By the use of the invariance 
conditions (2.25) we have shown,9 for example, that the po
tentials (3.4), (3.11), and (3.16) admit the following Poincare 
subgroups: IJ3,K 3 J, IPO,p 2J, and I d',d2,p 2,pO - p 3 J, re
spectively, as symmetry groups. Then let us ask the follow
ing question: "among the infinity of equivalent potentials 
leading to a constant and uniform FlO), what are those which 
admit a maximal Poincare subsymmetry of the field?" Such 
informations will give, inside the Poincare group, the corre
sponding maximal symmetry groups for the associated 
Klein-Gordon equations with minimal couplings. 

In order to solve such a problem we consider two steps 
i) to determine all the nonequivalent Poincare sub

groups of the kinematical groups G~: or G~;; 
ii) to examine among these subgroups those which are of 

maximal dimension and admit invariant four-potentials A 
leading to the associated field FlO). We then speak of maximal 
symmetry and the corresponding subgroups G A will be de
noted G r;ax . 

Thefirst step can be realized by the application of the 
Patera-Wintemitz-Zassenhaus20 method on subgroup clas
sifications applied up to conjugacy under G ~). Let us only 
recall the main points of the classification algorithm20 when 
we deal with associated algebras and subalgebras. If the Lie 
algebra (we use the same notations for groups and algebras) 

G~)=LffiN, 

where L is the homogeneous part of the Lorentz algebra and 
N is an abelian ideal (N = I P p. J), we search for 

a) all conjugacy classes (under the homogeneous part) of 
subalgebras Li of L, and 

b) all the subspaces of N invariant for each L i • 

Then all the so-called splitting and nonsplitting subalgebras 
can be determined. 

Table I gives all the nonequivalent subalgebras of G~) 
II 

-(2.21) but of dimension;;;. 3 and Table II contains those of 
G ~!=(2.23) up to dimension 4, these dimensions being suffi
cient in connection with our purposes. In these two tables we 
use the Patera-Wintemitz-Zassenhaus notations and refer 
to splitting algebras GiJ and to nonsplitting algebras GiJ • The 
index i corresponds to the structure of the homogeneous part 
L i and the index} refers to the different subspaces AT; of N for 
each L i • In these tables, the parameters a, b, a, and pare 

arbitrary real numbers; let us notice that a, b, and a are 
always nonzero except in the algebras G t2' G t3' and G t.4, 
where a and b cannot be simultaneously equal to zero. The 
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TABLE I. Subalgebras ofG~,:==1 J',K3,p "]. 

Dimension 
Notation nil Generators 

GII± 
1.2 n=5 I J"K3,PI,p2,PO±P3] 

Gil 
2.1 n=5 I J 3,P"] 

Gil 
'.1 n=S IK',P"] 

Gil 
4.1 n=S I J' + aK',P"] 

Gil 
1.3 n=4 I J',K',PO,p 3] 

Gil 
1.4 n=4 I J',K',P I,p 2] 

Gil 
2.2 n=4 I J',PO,pl,p2] 

Gil 2.' n=4 I J',p I,p 2,P'] 
GII± 

2._ n=4 I J',PI,p2,p"±P3] 
Gil '.2 n=4 IK3,pO,P I,P'] 
GII± 

3.3 n=4 IK',p l,p 2,PO ± P'] 
GII± _.2 n=4 I J'+aK',p l,p2,PO±P'] 
Gil 

'.1 n=4 IP"] 

G~.2 n=4 I J3 + aP',PO,P I,P2] 

G~.3 n=4 I J' + aPO,p l,p 2,P'] 
GII± 

2.4 n=4 I J' + a(Po ± p 3),p I,p 2,P°=+ P'] 
Gil '.2 n=4 IK3 + aP 2,PO,P I,P'] 

GII± 
1.5 n=3 I J',K 3,pO ± p 3] 

Gil 
2.' n=3 I J',pO,P'] 

Gil 
2.b n=3 I J',p l,p 2] 

Gil '.- n=3 IK',PO,P'] 
Gil 

3.' n=3 IK 3,p l,p 2] 
GII± 

3,6 n=3 [K',P l,p O ± P'] 
Gil 

_.3 n=3 [J' + aK',pO,p 3] 
Gil -.- n=3 [ J'+aK',p I,p 2] 
Gil 

'.2 n=3 [P O,p l,p 2] 
Gil '.' n=3 [PO,PI,P'] 
Gil '.- n=3 [p l,p 2,P'] 
Gil '.' n=3 IpO,p I,p 2 + aP'] 
GII± '.- n=3 [P I,P 2,PO±P'] 
Gil '.7 n=3 [P 2,P 3,PO + aP I] 

G~._I n=3 I J' + aPO,p I,P 2] 

G~._2 n=3 [J 3 + aP 3,p l,p 2] 

G~.63 n=3 I J' + a(Po ± P'),P I,p 2] 

G~._ n=3 IK' + aP 2,PO,P'] 
GII± 

3.6 n=3 [K' + ap"pl,PO ± P'] 

first three columns of Tables I and II collect all these results. 
For brevity we do not include the corresponding calcula
tions. Let us only notice that we recover all the Patera-Win
temitz-Zassenhaus subalgebras of the corresponding di
mensions obtained in their classification21 (up to conjugacy 
under the Poincare algebra) and supplementary subalgebras 
as expected (because of the conjugacy under the kinematical 
algebra). 

The second step consists in extracting maximal symme
tries and their associated subalgebras or subgroups G');ax. 
The method is straightforward (but tedious) through the use 
of our in variance conditions (2.25). There are a lot of simpli
fying properties which can be collected when such explicit 
exercises are realized but the interested reader can find them 
by working systematically. For brevity we only summarize 
the results: 
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Gmax 

A" 
Particular invariant potentials A II 

no 

no 

no 

no 

no 

no 

no 

no 

no 

no 

no 

no 

no 

no 

no 

no 

no 

yes All = ~(=+ E(t ± z), - By,Bx, - E(t ± z)) 

no 

no 

no 

no 

yes A II =!( =+ E (t ± z), - 2By,O, - E (t ± z)) 

no 

no 

no 

no 

no 
no 

no 

no 

no 

no 

no 

no 

no 

a) the Fill-case: through Table I and its specific algebras 
we get 

a) the subalgebras of dimensions 5 and 4 do not admit 
invariant four-potentials; 

b) among the subalgebras of dimension 3, only the 
four following ones are of the type G~~x, i.e., 

G ±.max={J3 K3 pO + p3J G ±.max={K3 p I pO + p3J 
1,5 " _ , 3,6 - " _ • 

(3.18) 

So the maximal dimension is nil = 3. Explicitly, we get with 
respect to G 6·max 

All = H +E(t±z), -By,Bx, -E(t±z)J, 

and with respect to G 3~6max; 

A Ii = ~ { + E (t ± z), - 2By,O, - E (t ± z) J. 

(3.19) 

(3.20) 

This information is collected in the last two columns of Table 
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TABLE II. Suba'gebras of G~1==1s;{I,sl2,p "I. 

Dimension 
Notation n1 Generators 

G;.2 n=5 IsI',s;{2,P l,p 2,PO _ p 31 

Gi.1 n=5 IsI',P" 1 
Gj.1 n=5 1·<:I2,P" I 
Gi.1 n=5 Is;{ I + as;{ 2,P" I 

G;.2 n=5 ! .<:1' + aPO,s;{2 + bpO,P ',p 2,pO - p31 

G;.3 n=4 Is;{ ',s;{ 2,P',pO_p31 

G;.4 n=4 Is;{ ',s;{2,p 2,pO_p 31 

G;., n=4 Is;{ ',s;{ 2,pO _ p 3,P '+ aP 21 

Gi.2 n=4 Is;{ l,p O,p 2,p 31 

Gi.3 n=4 Is;{ I,p ',p 2,PO _ p 31 

Gj.2 n=4 Is;{ "p o,P',p31 

Gj.3 n=4 Is;{ 2,p ' ,p2,pO - p31 

Gi.2 n=4 Is;{ , + as;{ 2,pO,p 3,p 2 - aP11 

Gi.3 n=4 lsi' +as;{2,p l,p 2,pO_p 31 

G;., n=4 IP"I 

G;.3 n=4 Is;{ , + apo,s;{ 2 + bp2,p',pO _ p31 

Gj.4 n=4 Is;{' + aP',s;{ 2 + bpO,p 2,P O - p 31 

G1., n=4 Is;{ , + apo,s;{ 2 + aap o + pP',po _ p_ 
3,p' + aP21 

Gi.2 n=4 Is;{' +aP',pO,p 2,p31 

Gi.3 n=4 Is;{' +aPO,P',p 2,pO_p 31 

Gj.2 n=4 Is;{ 2 + aP 2,PO,P ',p 31 

Gj.3 n=4 Is;{ 2 + apo,P ',p 2,pO _ p 3 1 

Gi.2 n=4 Is;{ , + as;{ 2 + bp 2,pO,p3,p 2 - aP 'I 
Gi.3 n=4 Is;{' + as;{ 2 + bpO,P',p 2,PO _p 31 

I: 
/3 ) the F~O)-case: through Table II and its specific alge

bras we get 
a) the subalgebras of dimension 5 do not admit invar

iant four-potentials; 
b) there are three subalgebras of dimension 4 which 

are G ';laX, i.e.; 

G max= l..ef 1 J2 P 2 pO _ P 3J G max= l..ef 1 pOp 2 P 3J 
1,4 - ,JeY" '2,2 - '" , 

G~r=I..efI,p l,p2,pO - p3J (3.21) 

and three infinite families among the nonsplitting subalge
bras of dimension 4, i.e., 

(jmax (jmax (jmax 
1.4' 2.2' 3.3· 

(3.22) 

So the maximal dimension is n 1 = 4 and the corresponding 
invariant four-potentials can be determined. This informa
tion is collected in the two last columns of Table II. Let us 
only notice that G r;::x is, as expected, the one admitting the 
four-potential (3.16) corresponding to the gauge symmetri
cal case. 

From the above results we get the maximal dimensions 
nil = 3 and n1 = 4 for invariant potentials. This distinction 
between the parallel and perpendicular cases can be simply 
understood; recall that there is a supplementary degree of 
freedom for choosing the typical perpendicular (electric and 
magnetic) fields (2.22) with respect to the typical parallel 

fields (2.20). 
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G m8X 

A, Particular invariant potentia's Ai 

no 
no 
no 
no 

no 

no 
yes 
no 
yes 
yes 
no 
no 
no 
no 
no 

no 

yes 

no 
yes 
no 
no 

yes 

no 
no 

A lOI = - ~E (X,l - z,O,x) 

Ai = - E(x,O,O,x) 
Ai = (0, - E(l - z),O,O) 

Ai =E( -x+ -'-(l-z)2,O,-a,-x+ -'_(l_Z)2) 
2b 2b 

Ai = - E(x,O,a,x) 

Ai = - E( -,- (t - z),,(t - z),O, -,- (t - Z)2 + a) 
2a 2a 

As a final remark in this subsection, let us notice that we 
restricted our results in Tables I and II to the determination 
of subalgebras of dimensions nil ;;;.3 and n1 ;;;'4, respectively. 
Our reasons are evident in connection with "maximal sym
metry" as defined above. The other subalgebras (nil = 1,2 
and n1 = 1,2,3) can evidently be obtained through the same 
method. All the subalgebras of our G ::fax evidently admit 
invariant four-potentials and consequently are of the type 
G A C G ~). There are also others leading to nontrivial results 
but their determination has no special interest in connection 
with our considerations. 

3c. Properties and consequences 

a) Gauge symmetrical/our-potentials: The gauge sym
metrical four-potentials (3.4) and (3.16) playa more specific 
role in our considerations. So let us insist on the fact that in 
the perpendicular case, A ~0)=(3.16) leads to a maximal sym
metry associated with G r;::x=(3.17) (cf. Table II) but in the 
parallel case, A 11)==(3.4) only admits a symmetry of dimen
sion two. These two structures have to contain the homogen
eous part of the corresponding G~) because the potentials 
(3.3) are always such that 

gA (0) = A (0), 'VgeG ~)n L ~ (3.23) 

whereL ~ refers to the (restricted) homogeneous part of the 
Poincare group. In fact we have 
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(gA (O))p(x) =Ap vA ~)(A -·x) = YiP VFvp(A -·xY' 

= YiP vAuPFvpxu = !Fpuxu = A ~)(x). (3.24) 

P) Realization and unchanged Poincare generators: We 
already mentioned that m.e.c.s. corresponding to a constant 
and uniform tensor F(O) are associated with specific Klein
Gordon equations and realizations of generators. Now in 
correspondence with the four-potentials (3.19) and (3.20), 
and those mentioned in Table II, we can also get sets of 
realizations of generators. Let us apply these considerations 
to the four-potential (3.19) as an example. We first find that 
the gauge symmetrical potential (3.4) and the potential (3.19) 
are physically equivalent up to the gauge function 

(3.25) 

where the star superscript refers to these specific consider
ations. Then the corresponding realization is directly ob
tained through our Eqs. (3.14) and (3.25). We get explicitly 

11'p*=Pp +eCp*' Co*= ± ~ (t-z), 

C* = - ~(By, - BX,E (t + z)), 
J*3 = J\ (3.26) 
K*3=K3. 

From these relations we remark that not only the gener
ators J 3,K 3 are unchanged with respect to the original Poin
care realization (2.6) but also the combinations 

11'0* =+= 11'3* = pO ± p 3. (3.27) 

So we recover the set ! P 0 ± P 3,J \K 3} associated with 
G ~:s± ,max (cf. Table I). This is a general property; for a specific 
potential and from the associated realization of the G ~) gen
erators' the unchanged operators do form the subsymmetry 
of this potential. 

y) Symmetries of Klein-Gordon equations: According to 
Hoogland's developments,7.8 we can construct Klein-Gor
don equations from the realizations [of the type (3.26), for 
example] through the Casimir (invariant) operators of the 
extension G ~). Thus the resulting equation (with interaction) 
admits the Poincare subsymmetry of the associated poten
tial; in fact the only unchanged Poincare generators are 
those belonging to the symmetry group of the potential. 
Then we recover here the motivation in determining the po
tential with maximal Poincare symmetry, this maximal 
character being now translated on the associated Klein
Gordon equations. 

As a final remark, let us recall that if the above consid
erations (maximal symmetry, .. ·) apply to Klein-Gordon 
equations, they also hold when Dirac equations (or others) 
have to include interaction with a constant and uniform elec· 
tromagnetic field F(O). 

4. REMARKS ON COMPENSATING GAUGES AND 
SYMMETRIES 

When we limit ourselves to the Poincare subsymmetries 
of potentials and wave equations (with interaction), we have 
seen in the last section that the symmetry explicitly depends 
on the specific form of the potentials associated with the 
field. As already mentioned in the introduction, we are also 
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interested in the study of another kind of symmetry indepen
dent of specific forms of the potentials but going out the 
Poincare context. After Janner and Janssen3 and Giovan
nini,6 we then study the symmetry group of a potential A 
(leading to an arbitrary electromagnetic field F) and its com
pensating gauges. 3 

If G F =! g} is the Poincare symmetry group of an arbi
trary F, we know that gA and A lead tc the same field F. We 
have3 

(4.1) 

where Xg is the compensating gauge function. The symmetry 
group of A is then defined as the set! (¢,Xg,g), ¢ER, gEGF } 

with the multiplication law 

(¢.,Xg,,gd(¢2,Xg,,g2) = (¢I + ¢2 + f(g.,g2),Xg,g,,g1,g2)' (4.2) 

where the factor setfGF X Gr-+R is given by 

f(gl,g2) = Xg, (x) + Xg,( g.-IX) - Xg,g,(x). (4.3) 

Complementary information can be found elsewhere3.6 but 
here we want to insist on the facts that the symmetry group 
of A is simply the extension G F of R by G F and that two 
physically equivalent potentials A and A " i.e., 

A '(x) = A (x) + aA. (x), (4.4) 

lead to the same factor set and consequently to the same 
symmetry group. Let us also mention that the compensating 
gauges X ; (x) and X g (x) are simply related by 

(4.5) 

Now, having two kinds of symmetries [one inside the 
Poincare group (cf. Sec. 3) and another one outside the Poin
care context (cf. GF )], let us give some interconnections 
among them. In this respect the specific results obtained 
elsewhere6 are of special interest although we essentially re
fer to the case of a constant and uniform field F(O). 

The essential point concerns the determination of the 
compensating gauges Xg through the knowledge of Poincare 
subsymmetries on potentials. For example, for each poten
tial A admitting a Poincare subsymmetry GA C GF , we no
tice that X g is a constant for each gEG A and that we are left 
with the consideration of the elementsgEGF but EfGA • More 
generally, let us notice that our invariance conditions·7 on 
four-vectors (2.25) do measure here the defect of invariance 
when compensating gauges are considered. In fact when 
Eqs. (4.1) are required, we get 

cj».A-§V= -a,Xg , 

(4.6) 
6AA - cj»V + iZ7A = - VXg , 

with the differential operator iZ7 given by (2.17). It is then 
very easy to determine the associated X g when gEG F but 
EfGA • 

As a final property enhancing the interest of these in
variance conditions on A, let us recall that two physically 
equivalent potentials A and A ' are related by Eq. (4.4) and 
their associated compensating gauges by Eq. (4.5). So it is 
easy to show that 

(g - 1)A. (x) = iZ7A. (x) 

so that 
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(4.8) 

Explicit examples can be considered from our Tables and 
permit us to see how all these notions are working. Let us 
only suggest as an instructive example the consideration of 
the potential A 171-(3.4), the determination of its compensat
ing gauge 

Xg(x) = !E(a3t - aOz) + !B(aly - a2x), (4.9) 

and their connections with other potentials A ' and compen
sating gauges X ; (x). 

5. GALILEAN SYMMETRIES OF POTENTIALS 

If the nonrelativistic theory and the associated Schro
dinger equations are taken into consideration, all the devel
opments of our Sec. 3 can be applied; we only have to use the 
information contained in Sec. 2b on Galilean symmetries. 
For brevity we only want to mention some results in connec
tion with the corresponding maximal symmetry of Galilean 
electromagnetic potentials when the magnetic limit is 
studied. 18 

We have seen that the kinematical group G~I' (2.36) 
II 

of a constant and uniform Galilean electromagnetic field is 
of dimension six as in the relativistic case. The correspond
ing subgroup classification can also be obtained through the 
Patera-Winternitz-Zassenhaus method,20 for example. Let 
us only notice that the results are not the same as those con
tained in Table I [here we have to use the algebra (2.28)]. 
Then with ourinvariance conditions (2.41) and (2.42) and the 
differential operator (2.43), we can select the different subal
gebras leading to scalar and vector potentials Vand A and 
get the interesting information on maximal symmetry. We 
found that the maximal dimension is n~ = 2 (remember that 
nil = 3 in the relativistic context) and that one of the corre
sponding subalgebras is associated with the gauge symmetri
cal potential. In particular, here we have 

V = - !Ez, A = - !(By, - BX,Et ) (5.1) 

as a particular case of the gauge symmetrical potential 

V = - ~E-x, A = - !(Et + xAB), (5.2) 

leading to the constant and uniform Galilean electromagnet
ic field. The Galilean subsymmetry ensuring the invariance 
of(5.1) is the n~ = 2-structure ! P,K 3 J as expected (i.e., the 
homogeneous part of the Galilean group contained in G~I'). 

II 
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The above comments apply when B #0 as noted in Sec. 
2b, but we can also consider the case B = 0 leading to the 
eight-dimensional G ~I' '=(2.37). Here let us only notice that 
this case is not of physical interest because we are working in 
the magnetic limit l8 where magnetic effects have to be very 
important with respect to the electric effects. If we wanted to 
consider a null magnetic field then we would have to go to 
the electric limit, 18 where the usual definitions (2.11) of the 
electric and magnetic fields in terms of the potentials Vand 
A are lost. 
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Minimal electromagnetic coupling schemes entering into Klein-Gordon or Schrodinger 
equations are studied in connection with symmetries outside the symmetry groups of the 
correspondingJree equations. The Schrader construction of the so-called (relativistic) Maxwell 
group is reviewed through group extensions of kinematical groups associated with (constant and 
uniform) electromagnetic fields. The construction of the Galilean (nonrelativistic) Maxwell group 
is given. 
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1. INTRODUCTION 

In a previous paper l (hereafter denoted I) we analyzed 
minimal electromagnetic coupling schemes (m.e.c.s.) enter
ing into wave equations such as Klein-Gordon (or Dirac) 
ones in the relativistic context or such as Schrodinger equa
tions in the nonrelativistic context. In order to get symme
tries of the associated equations, we distinguished between 
"inside or outside symmetries" with respect to the symmetry 
group oftheJree particle descriptions. 

In this paper we discuss more particularly "outside 
symmetries" in the relativistic as well as nonrelativistic cases 
in connection with group extensions1

•
3

,4 of the symmetry 
groups of the Jree equations, i.e., the Poincare5 and Galilei6 

groups, respectively. In fact, our study will be directly relat
ed to the Schrader considerations 7 and more particularly to 
the construction of the so-called Maxwell group in the rela
tivistic theory. The Maxwell group is the symmetry group of 
Klein-Gordon (or Dirac) equations when the corresponding 
particles interact with the classical homogeneous (constant 
and uniform) electromagnetic field F. By introducing an ex
plicit F-dependence in the wavefunction, Schrader discussed 
equations corresponding to m.e.c.s. through essentially the 
replacement of momentum operators by covariant deriva
tives. Such a point of view is directly connected with our 
discussion in I and it can be extended to the nonrelativistic 
context. 

With the generalities (notations, transformation laws, 
algebras, ... ) on the Poincare and Galilei groups quoted in I, 
Sec. 2, we first want to show (Sec. 2) some connections 
between Schrader's results7 and more recent contributions 
due to Combe and Richard,8 Hoogland,9 and Hussin 10 when 
we deal with Poincare group and Klein-Gordon equations 
including interaction with an external (constant and uni
form) electromagnetic field. In particular, the extensions of 
some kinematical groups II associated with specific fields 
will play interesting roles. Then, in Sec.3, we construct the 
non relativistic Maxwell group from the study ofSchrodinger 
equations describing a charged particle in a constant and 
uniform Galilean electromagnetic field (as described in Sec. 
2 ofI) when the magnetic limit l2 is under consideration. This 

&1 Boursier I.R.S.I.A. 1981-1982 

magnetic limit has, with respect to the electric limit, 12 the 
advantage of keeping the electromagnetic field defined, as in 
the relativistic case, by the usual relations in terms of the 
scalar and vector potentials Vand A respectively. 

Let us notice that the real motivation for constructing 
such Maxwell groups in both the relativistic and nonrelati
vistic cases is the search for true irreducible unitary repre
sentations of the symmetry groups associated with wave 
equations describing interactions. 

Our notations, conventions, and units are those given in 
I. 

2. RELATIVISTIC MAXWELL GROUP AND KLEIN
GORDON EQUATIONS 

After Schrader,7 we can study the symmetry group of 
Klein-Gordon equation rewritten in terms of the covariant 
derivatives 

(D,..D'" + m2)¢(x,F) = 0 

where 

(2.1) 

D,.. = J,.. - ieA ~1(x,F). (2.2) 

The four-potential A (O)(x,F) is associated with a constant and 
uniform electromagnetic tensor F(O) (the naught superscript 
will refer to this specific case as in I, Subsec. 2a). In the so
called symmetric gauge, I,ll we have 

(2.3a) 

or, explicitly, 

V(oI(x,F) = - iE.x, A(O)(x,F) = - i(Et + xA B). 
(2.3b) 

Under restricted homogeneous Lorentz transforma
tions A, Schrader showed the in variance of Eq. (2.1) when 

A,.. (Ax,AF) = A"'pAp(x,F), 

AF---+(AF),..v -A,..PAv "Ppa , 

and 

¢'(Ax,AF) = (U(A )¢)(x',F') = ¢(x,F). 

He obtained 

UtA )U(A ') = U(AA ') = UtA "), 

(2.4) 

(2.5) 

(2.6) 
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enhancing the true character of the associated representa
tions. 

Under space-time translations, the invariance of Eq. 
(2.1) requires 

(U(a),p)(x',F') = exp (~ X/LF/Lvav),p(X' - a,F), (2.7) 

leading to 

U(a)U(a') = exp ( - %a/LF/Lva,v)u(a + a'l, (2.8) 

i.e., to projective representations dealing with a structure 
other than the usual Poincare group. Finally, Schrader de
fined new phase transformations on the wave function 

(U(a),pHx,F) = exp ( - ia/LvF/L,,p(x,F) (2.9) 

in order to get the so-called Maxwell group J( with only true 
representations. It is the set J( = I (a,a,A )! with multiplica
tion law 

(a,a,A Ha',a',A /) 

= (a + Aa',a + Aa' + !e(a ~Aa'),AA ,) (2.10) 

where 

(Aa')/Lv = A/A V ua;u , (2.11) 

(a~ a/)/LV =!(a/La~ -a~av) (2.12) 

and a E d, the set of real skewsymmetric 4 X 4 matrices. 
These elements lead to 

U(a)U(a') = exp (%a/LF/Lva,V)u(a") (2.13) 

such that 

U(a,a,A )U(a/,a',A') = U(a",a",A If), (2.14) 

as expected. 
Now let us come back to Eqs. (2.6) and (2.8), and the 

corresponding projective representations. Such a step was 
not considered by Schrader but it appears useful in connec
tion with properties of exponents and extensions of kinema
tical groups G~) (associated with specific electromagnetic 
fields F introduced in I Sec. 2a). In fact, by combining (2.5) 
and (2.7), we get 

(U(a,A ),pHAx + a,AF) = exp( ~ x/LF/LVA/ap ),p(x,F), 

(2.15) 

leading to 

U(a,A )U(a',A ') = exp[ ~(A 'a')uFua(A "a)a ] U(a",A If). 

(2.16) 

It is well known 8.10 that an exponent of G~) (2.18) of! is 

(2.17) 

(see, for example, Eq. (3.2) of Ref. 10 when q-e, q* = d = 0), 
when g,g' E G ~). In this context, we can rewrite Eq. (2.17) in 
the following form: 

(2.18) 
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so that Eq. (2.16) becomes 

U( g)U( g/) = exp(is(O)( g,g/))U( g"), g,g',g"E G~). 
(2.19) 

Furthermore, through the same considerations, Eq. (2.15) 
can be written 

( U ( g),pH gx,gF) = exp(iS (0)( g,h x )),p(x,F), 'if gE G ~), (2.20) 

where hx is an element of G~) defined by a = x and A = 1. 

At this stage we can thus connect the Schrader method 
and the recent developments presented by Hoogland9 and 
Hussin 10 when the construction of wave equations with mini
mal electromagnetic couplings is considered. 

With the so-obtained Eqs. (2.19) and (2.20) we clearly 
see the specific role of the kinematical group of F, which 
admits an extension and, consequently, a nontrivial expo
nent. 

Now let us come back to Eq. (2.14) and the associated 
Maxwell algebra in order to show another interesting feature 
in connection with the Schrader results and the Hoogland
Hussin method, i.e., that the Lie algebra of the extension G~) 
of G ~) is nothing else than a subalgebra of the Maxwell alge
bra. 

The Maxwell algebra is generated by sixteen operators 
denoted by~, IM/LV!_(J,K), IF/LV! =(E,B) associated with 
the ten usual Poincare parameters and with six parameters 
corresponding to the real skewsymmetric matrices a. From 
Eq. (2.10) the Maxwell Lie algebra can be written explicitly 
in the following form (all the other commutators are equal to 
zero): 

[J j,J k ] = i€jkIJ 1, [J <Kk] = i€jklK I, 
[K/Kk] = _ i€jkIJ 1, 

[J j,E k ] = i€jklE I, [J j,B k] = i€jklB I, 

(2.21) 

[K j,E k] = _ i€jklB I, [K j,B k ] = - i€jklE I, (2.22) 

[P,1Tk ] = i€ jk
I1l, [J i

,1TO] = 0, [K j,~] = i8 jk1T0
, 

[K j,1TO
] = i1T j, (2.23) 

[1TO,1T j ] = ieEj, [1Tj,~] = - ie€jklB '. (2.24) 

Now let us take particular cases for the six generators E, 
B. For example, if we choose E=(O,O,E) and B=(O,O,B), all 
the commutators (2.22) vanish and the relations (2.24) reduce 
to the only two nontrivial commutators 

(2.25) 

So, without further information, we get a subalgebra charac
terized by Eqs. (2.21), (2.23), and (2.25). We also notice that 
the generatorsE andB do commute with all the~, J, and K 
operators and commute among each other so that they be
long to the center of this subalgebra. Now if we limit the 
homogeneous part (2.21) to J 3 and K 3 we get a new subalge
bra of the Maxwell algebra which is the algebra of the exten
sion of R by G~) =(2.21) of! when E and B become numbers 

II 
(multiplying the generator I of R ). Such a remark completes 
our discussion based on Eqs. (2.19) and (2.20). 

Analogous developments can evidently be realized 
when E=(E,O,O), B=(O,E,O). Equation (2.24) give 
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(2.26) 

and we can get the algebra associated with the extension of R 
by G~)=(1.2.23) as a subalgebra of the Maxwell one. 

I 

As the last point of this section, let us notice that the 
Maxwell group constructed by Schrader is the extension of 
R 6 by the Poincare group as already noted by Giovannini. 13 

3. NONRELATIVISTIC MAXWELL GROUP AND 
SCHRODINGER EQUATIONS 

Let us use a compact notation according to the Galilean 
transformations (2.26) of I. We define 

x-x' = gx = (a,L )x = Lx + a, 

where (3.1) 

L = C ~). a = (b,a). 

It is well known4 that thefree Schrodinger equation 

iat,p(x) + _1_V.V,p(x) = 0 
2m 

is invariant under the Galilei group ifwe have 

(U(L ),p)(Lx) = exp(if(x)),p(x), 

and 

(U(a),p)(x + a) = ,pIx), 

where6 

fIx) = m(~v2t + v·Rx). 

We then obtain 

U(L )U(L') = U(LL 'I, 
but 

(3.2) 

(3.3) 

(3.4) 

(3.5) 

(3.6) 

U(a,L )U(a',L') = exp(i5"( g,g'))U(a",L H). (3.7) 

The group exponent is given by6 

5" ( g,g') = m(!v2b ' + v·Ra') (3.8) 

so that we observe that the representations (3.7) are projec
tive. Ifwe are interested in only true representations, we 
know4 that we have to consider the extension of R by the 
Galilei group. By introducing 

(U (0 ),p)(x) = [exp(iO)] ,pIx), OeR, (3.9) 

we get a new group--the set of elements (O,gj--character
ized by the multiplication law 

(0,g)(0' ,g') = (0 + 0' + 5" (g,g'),gg') = (0" ,g"), (3.10) 

where 5" (g,g') is given by (3.8). The corresponding 
representations 

U(O,a,L) = U(O )U(a,L) 

are true representations 

(3.11) 

U(O,a,L )U(O',a',L') = U(O ",a",L H), (3.12) 

and the symmetry group ofthefree Schrodinger equation 
becomes the extension of R by the Galilei group as already 
mentioned. 

Now if we consider the Schrooinger equation for a par
ticle in a constant and uniform Galilean electromagnetic 
field (E,B), we can search for the corresponding Maxwell 
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group with only true representations. This is an application 
of Schrader's development 7 but in the nonre1ativistic con
text. 

Let us consider the following Schrooinger equation: 

iDt,p(x,F) + _1_ D.D,p(x,F) = 0, 
2m 

where 

D t = at - ieV(x,F), D = V + ieA(x,F) 

and 

(3.13) 

(3.14) 

V(x,F) = - ~E·x, A(x,F) = - !(Et + xA B). (3.15) 

These potentials are exactly the "same" as those issued from 
the symmetric gauge in the relativistic case. The homogen
eous Galilean transformations do not affect Eq. (3.13) if once 
again we have Eqs. (3.3) and (3.5) but, under translation, we 
get 

(U(a),p}(x',F') = (U(a),p)(x',F) 

where 

= (U (a),p)(1 + b,x + a,E,B) 

= [exp i{3 (x,E,B)] ,p(x,E,B), 

{3 = e[ V(a)t - A(a).x] 

= - !e[E.(ta - bx) + (xAB)·a]. 

Then we obtain 

U(a)U(a') = exp[i¢ (a,a')] Uta"), 

with the exponent 

¢ (a,a') = - e[ V(a)b' - A(a).a'] 

= !e[E·(ab' - a'b) + B.(aAa')]. 

(3.16) 

(3.17) 

(3.18) 

(3.19) 

The relation (3.19) has to be compared with Eq. (2.8) in the 
relativistic case. 

In order to get true representations, let us introduce 
new phase transformations characterized by six real param
eters r==U,k), 

(U(r),p)(x,E,B) = exp[ - iU·E + k.~)],p(x,E,B), (3.20) 

such that 

U(r)U(r') = exp[ - i¢ (a,a')] U(r"). 

This corresponds to a multiplication law defined by 

j" = j + j' - !e(ab' - a'b), 

k" = k + k' - !e(aAa'). 

So we finally obtain true representations 

U(O;b,aj,k;v,R )U(O ';b ',a'j',k';v',R') 
= U(O ";b ",a"j",k";v",R ") 

(3.21) 

(3.22) 

(3.23) 

and the symmetry group of elements (O;b,aj,k;v,R ) 
=(O;a;r;L ) is the (nonrelativistic) Galilean Maxwell group 
with the mUltiplication law 

(O;a;r;L )(O';a';r';L') = (0 + 0' + 5"(g,g');a + La';r";LL 'I, 
(3.24) 

where 

5" (g,g')==:(3.8), r" = U" ,k"), 
j" = j + Rj' - vAR k' - !e[ab' - (vb' + Ra')b ], (3.25) 
k" = k + R k' - !e[aA (vb' + Ra')]. 
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The relation (3.22) is a particular case of (3.25) when v = 0 
andR = 1. 

Now let us come back to the representations corre
sponding to (3.3) and (3.16). We can see that the representa
tion ( U (a,L )) is, in this case, characterized by 

(U (a,L )tPH gx,gE,gB) = exp{ie [fix) + y(x,E,B)] }tP(x,E,B), 
(3.26) 

where 

f(x,t )=(3.5), 

and 

y(x,E,B) 
= tV(L -Ia) - x.A(L -Ia) 

= - ~{E.[tR (a - by) - bx] + (xA B).R (a - by)}. 
(3.27) 

Then we have 

U(a,L )U(a',L ') 
= exp(i[5'(g,g') -¢(g,g',E,B)] )U(a",L "), (3.28) 

the exponent 5' (g,g') being given by (3.8) and ¢ (g,g',E,B) by 

¢ (g,g',E,B) = !e{E.[R "(a - bv")b' - R '(a' - b 'v')b] 

+ B.[R "(a - bV")AR '(a' - b'v')]). (3.29) 

So we do need the introduction of the parameters e,r==(j,k) 
and their associated representations in order to get true re
presentations as noted before. These are the characteristics 
which led us outside the symmetry group. 

The Lie algebra of the (nonrelativistic) Galilean Max
well group is generated by theseventeen operators I (e ), TT o(b ), 
11'(8), E(j), B(k), J(R ), and K(v). It has the following structure: 

1298 J. Math. Phys., Vol. 24, No.5, May 1983 

[-0,Jd = i€jk/J/, [-0,Kk ] = i€jk/K/, [KoKj] = 0, 

[-0,Ed =i€jk/E/, [Jj,Bd =i€jk/B/, 

[Kj,Ed = 0, [Kj,Bk ] = - i€jk/E/, 

[-0,TTo] = 0, [-0,TTd = i€jk/TT/, (3.30) 

[Kj,TTo] = iTTj , [Kj,TTk] = - imDjkI, 

I Ej,TTo] = 0, [Ej,TTk ] = 0, [Bj,TTo] = 0, [Bj,TTd = 0, 

[TTo,TTj] = ieEj , [TTj,TTk ] = - ie€jk/B/. 

Finally, let us notice that all the considerations parallel 
to those of the relativistic case on Maxwell subalgebras (cf. 
Sec. 2) can also be discussed in this context, i.e., for example, 
those related to the corresponding nonrelativistic kinemati
cal subalgebras (2.36) of! and (2.37) ofI and their extensions. 
For brevity, we do not give these elements explicitly here. 
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We briefly recall the notion of internal structure and the relativistic covariant method [introduced 
in Beau and Horchani, J. Math. Phys. 20, 1700 (1979)] of unifying external and internal structures 
leading to a kinematical Lie algebra. In this framework we propose a concept of dynamical 
development of the physical systems defined by this Lie algebra. So we obtain some Lie algebras, a 
generator of which (the Hamiltonian) gives rise to various mass formulas capable of describing the 
hadron spectrum; we make use of both unitary irreducible global representations and partially 
integrable, Schur-irreducible, symmetric local representations. 

PACS numbers: 12.70. + q, 11.30.Ly, 02.20.Sv 

I. INTRODUCTION 

A few years ago we proposed, I along the conventional 
lines of the Lie algebras, a relativistic covariant internal for
malism and unification method leading to various exact ha
drons mass formulas, both within the framework ofirreduci
ble unitary global representations and within the framework 
of not necessarily integrable, Schur-irreducible, symmetric 
local representations. 2 Contrary to the usual procedure, the 
attitude we have taken is of reconsidering the concept of 
"internal structure" rather than the symmetries of this 
structure and of giving the "mass observable" priority over 
the "internal observables" since, in our opinion, the essential 
role of the internal symmetries, at least in a first aproxima
tion, is to reduce the number of degrees of internal freedom 
and to raise the possible degeneracy of energy, which func
tion can be accomplished by means of an analytical or per
turbative method, for instance. Moreover, there is nothing to 
prevent the mass from depending on other parameters not 
conserved in the interactions observed at present, i.e., on 
supplementary quantum numbers that do not appear in the 
present characterization of the particles, as the quantum 
numbers have so far been considered chiefly within the 
framework of the laws of conservation. 

In this composite-particles model the internal structure 
is described by the Heisenberg algebra 9n and the unification 
of the internal and external structures by a Lie subalgebra @, 

containing the Poincare algebra l', of ~ (9n) ® ~ (l') (~ de
notes the enveloping algebra). We also adopt the following 
hypothesis: 

The generators of @, other than those of the Poincare 
algebra, are relativistic covariant; more precisely, they com
mute with the translations ofl' and constitute a basis ofa real 
finite-dimensional representation (direct sum ofirreductible 
representations) of ~[ (2, C). 

The hypothesis that the (relativistic) internal structure 
is described by the Lie algebra of the (nonrelativistic) com
mutation relations might, at first sight, seem ambiguous. 
Now it often happens that nonrelativistic concepts are used 
in a relativistic context as is the case, for instance, of the 
parton model in the infinite momentum frame (cf., for exam
ple, Ref. 3). Moreover, to our knowledge, no experiment 
mentions any observable difference between the relativistic 
and nonrelativistic internal structures; and these hypoth-

eses, when the Poincare group would be replaced by the Ga
lilee group could, in our opinion, be considered in the frame 
of nonrelativistic approximation. The hadrons are interpret
ed as the excited levels of these composite particles, which 
interpretation shows how energy (mass) is created on the 
basis of the internal dynamics thus defined. 

The internal degrees offreedom result therefore, in our 
model, from the Heisenberg Lie algebra 9n and its envelop
ing algebra. Several reasons suggest that this choice is natu
ral and reasonable. 

Thus the success of the quark model, the importance of 
the harmonic oscillator in nuclear physics, and the fact that 
the group SV (3) is a symmetry group of the latter have led 
physicists to look for a (nonrelativistic) hadron model based 
on the harmonic oscillator.4 Various relativistic generaliza
tions have been made since then.s 

But one of the difficulties of these approaches is that the 
very concept of the relativistic (nonquantized) harmonic os
cillator is not yet perfectly defined and one of their draw
backs is that the relativistic covariance is not always satis
fied. 

The most important (formal) contribution in this re
spect is that of Feynman et al., which is based on Green
berg's nonrelativistic harmonic oscillator symmetric quark 
model. Nevertheless, several criticisms can be levelled at 
their analysis, the most important of which (cf. also Ref. 6) 
bear on the ambiguity of definition and the spectrality of the 
operators on one hand, and on the fact that they disregard 
the timelike excitations after having postulated at the outset 
a relativistic treatment. 

Contrary to these models our approach I has allowed us 
a rigorous relativistic treatment of the mass-spectrum prob
lem. 

Now in the present paper we extend the concepts intro
duced in Ref. 1 and assume a dynamical evolution principle 
which associates some dynamical algebras ®n with each kin
ematical algebra @n. So the dynamics will be described by 
one generator of®n (the Hamiltonian) to which we connect a 
mass-splitting operator. 

An analogous dynamical principle was introduced by 
Roman et a/.,5.7 but we do not follow their algebraic ap
proach5 used to obtain the mass spectrum. 

Finally, we must point out that the presence of internal 
variables relates our model to the multilocal field approach 
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(notion introduced by Yukawa and taken up again since by 
various authors, cf., for instance, Ref. 8) and to the new 
Dirac equation.9 

Before working out our model, let us give a short survey 
of this paper. 

In Sec. 2, we consider the unification (Ref. 1, Sec. 6) of 
the Lie subalgebra ®3 of ~(Ih) ® ~(~) with the minimal iso
spin Lie algebra ~u(2), so the isospin Lie algebra works on the 
internal degrees offreedom described by h We obtain then a 
Lie subalgebra ® of ~(Ij3e-~u(2)) ® ~(~), the semidirect sum 
Ij3e-~u(2) being defined by the representation 
D (1) EEl D (1) EEl D (0) of ~u(2) [D U) denotes the irreducible re
presentation of weightj of gu(2)]. Then we briefly study this 
Lie algebra ®, the connected and simply connected corre
sponding group G, and some useful unitary irreducible re
presentations (U.I.R.) of G. 

Section 3 deals with the cohomology groups H"(®, ®) 
(n = 0,1,2), for HI (®,®)allows us to define without ambigu
ity our dynamical Lie algebras @ and H 2(®, ®) gives us some 
important information about the deformations of ®. 

In Sec. 4 we introduced our dynamical principle and the 
first inferences are drawn from it. We determine then the 
various dynamical Lie algebras ® associated with the kine
matical Lie algebra ® and the connected and simply con
nected dynamical Lie groups G corresponding to each ®. 

In Sec. 5 we extend the U.I.R. (obtained in Sec. 2) of the 
kinematical group G to two of the preceding dynamical Lie 
groups. The corresponding representations of the associated 
Lie algebras are given. 

Section 6 is entirely devoted to the physical discussion 
of our model. One hadron mass formula is obtained in each 
of the two preceding examples. We make use of both unitary 
irreducible global representations and partially integrable, 
Schur-irreducible, symmetric local representations. 

2. GENERALITIES ON THE GROUP G 

A. Definition and structural properties 

Let (MJ'v ,P CT) be the canonical basis of the Poincare alge
bra ~ = R4e-~I(2, C) (where e- denotes the semidirect sum of 
Lie algebras, the semidirect product of the groups will be 
denoted by a point; the Greek indices vary from 1 to 4) and 
(Jij;P' , qj,!' with [PI> qj] = oij 1) the basis of the Lie algebra 
Ij3 e-~u(2) (the Latin indices vary from 1 to 3), the semidirect 
sum being defined by the representationD (1) EEl D (1) EEl D (0) of 
the Lie algebra ~u(2). 

Then ® will be the subalgebra of ~(Ij3e-~u(2)) ® ~(~) 

generated by 

LJ'v =I®MJ'v' TJ' =I®PJ" CJ'v =I®PJ'Pv' 

Iij=Jij®l, Q'J'=q,®PJ" A,J'=p,®Pw 
So ® is a Lie algebra of dimension 47 whose (nonzero) 

commutation relations are given by 

[LJ'v,LpCT] = - gJ'pLvu - gvuLJ'p + gJ'uLvp + gvpLJ'u' 

[L!,v,xp] = gvpX!' - gJ'pXv' (2.1) 

[LJ'v'Cpu ] = -g!,pCvu +gvaC!,p -g!,aCvp + gvP C!'u , 

[A,!"Qjv] = Oij C!'v , 
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whereXp (respectively, Yd denotes Tp,A,p' or Q,p' for ifixed 
(respectively, A kp' Qkp' for p fixed), O'j the Kronecker symbol 
which is equal to 1 if i = j and to zero otherwise, and ga(3 is 
the usual metric tensor (gij = oij and g4' = 0, for 1 <J,j<;.3; 
g44= -1). 

Let 9{3 (respectively R4) be the subalgebra of ® generat
ed by (A 'I' ' QjV' C!'v) [respectively, (T!,)], If we denote by D U, 
j') the irreducible representation of dimension 
(2j + 1 )(2j' + 1) of gI (2, C), and by D U) the one ofweightj of 
gu(2), we have 

Proposition 2.1: ® is the semidirect sum of gI(2, C) 
EEl ~u(2) by the nilpotent ideal R4 EEl 9{3 relative to the repre
sentation 

[D (~,~) ® D (0) J EEl [D (!,!) ® D (1) EEl D (~,!) ® D (1) J 

EEl [[D (1,1) EElD (0,0)] ®D (0) J. 
Proof Let R~o be the subalgebra of 9{3 generated by 

(C!,v); it is the center of9{3 and the quotient algebra 9{31 R ~o is 
isomorphic to R24. Then 9{3 is nilpotent as a central exten
sion of commutative Lie algebras. 10 As for the semidirect 
sum, the relations (2.1) show that the proposition simply fol
lows from the definition of the tensor product of Lie algebras 
representations 10 and Proposition 2.1 of Ref. 1. Q.E.D. 

Let R:o (respectively R!2; R!2) be the groups generated 
by (C!,v) [respectively, (A,!,); (Qj!, )]; we shall denote by ~ (re
spectively, f; 11; q; A; R ) a 4-vector [respectively, the generic 
element of the g;oups R:o; R!2; R!2; SL(2, C); SU(2)], O!'Vthe 
function equal to 1/2 if", = v and to 1 if not, and g = [[, f, 'l, 
q, A, R J the generic element of the connected and simply 
connected group G of Lie algebra ®. In what follows we shall 
besides write A [respectively, R; S (A )] instead of D U,~)(A ) 
(respectively, D (I)(R ); [D (1,1) EEl D (O,O)](A ) ® D (O)(R )). 

Proposition 2.2: The group law of G is given by 

glg2 = [[I +Ad2,fl +S(Adf2 -1l(ql.AI ®R I'l2)' 
111 +A.®R.'l2' q. +A.®R.q2,A.A 2,R.R2 j, 
where f! is defined by 

f!!'V(q.,'l2) = o !,voij{q'{'114v + q;v'lt}. 

Proof At first we have to give the group law of the 
connected and simply connected Lie group N3 which has 9{3 
as Lie algebra. This group law is obtained by direct exponen
tiation of the Lie brackets. We denote the generic element of 
N3 by 

(f, 'l, q) = e,CegAe'iQ. 

Multiplying together two such elements and reordering the 
product in the same normal form by repeatedly using the 
Baker-Hausdorffformuia and the Lie algebra properties 
(2.1) of the infinitesimal generators, we obtain 

(f., 11., qd(f2' 'l2' q2) = (f. + f2 -f!(q.,112)' 'l. + 'l2' q. + q2)' 

Finally, Proposition 2.2 is a direct consequence of the pre
ceding one. Q.E.D. 

Remarks 2.1: (1) The identity element is ! Q, Q, Q, Q, I, I 1 
and the inverse 
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g-I = I - A -It, - S(A )-1[£ +(!(q,q)], 
-A -I®R -lq,_A -I®R -lq,A -I,R -IJ. 

(2) The definition of Il shows us 

P(A ®Rq, A ®Rq) =(!(A ®Iq, A ®Iq) = S(A lI!(q, q) 
[VRESU(2)]. 

B. Some unitary irreducible representations 

Proposition 2.2 shows us that the group G admits the 
decomposition 

G = H-K = IR4XR~OXR!zJ·IR~z.(SL(2, qXSU(2))J. 

Consequently, the most natural method of determining 
its strongly continuous unitary irreducible representations 
(U.I.R.) is the method of induced representations I I (in 
stages), provided that it turns out to have the required prop
erties. 

At first we have the following result: 
Lemma 2.1: Let h = [p, 4, I] J be the generic element of 

if = R; XR~oXR~z, the du;l of the normal subgroup 
H = R4 X R:o X R!Z of G, d (,uv) (f-i <, v) the components of 4 
and DG the matrix with the generic element d ~ = gAv d ,uv, 
whered,uv = d v,u = d l,uv] and, finally,B (respectively, Q) the 
matrix, associated with the tensor I] (respectively, q), defined 
by b'f = b if7 (respectively, q'f = qi"j. A 

Then the action of k = I Q, g, g, q, A, R JE K on His 
given by 

k (IE, 4, I] J) = IE', 4', I] 'J, 
where 

E' =AE' 
D'G=ADGA -I, 

B' =ABR -I +D'GQ. 
Proof The action of K on if is defined by 

(k (h), h) = (h, k -Ihk) VhEH, 

where k (respectively, h ) is an element of K (respectively, if) 
and (,) denotes the action of if on H defined here by 

(h, h > = exp i IE' t + (I]. q)1 + (4· ~lzJ, 
where 

(d. e) = g g d ,uPK (e)Vf7 = "d elJlv ] - - 2 p..v pu _ ~ f-lV , 

K (r) being the symmetric tensor 

K (rY'Jl = e(JlJl], K (~Y'v = K (~tJl = !e(JlV] (f-i < v), 

and (gJlv) the metric tensor of Lorentz. 
This definition of (4·~lz and the use of the fact that 

D (1, I) al D (0,0) is equivalent to the symmetric component of 
the representation D (M) ® D (!,!) ofSL(2, q allo'Y us to give 
the explicit determination of the action of K on H given in 
Lemma 2.1. Q.E.D. 

Now in view of the physical applications we wish to 
draw from our model, we shall confine ourselves in this 
chapter to the determination of a class of U.I.R. of G asso
ciated with the orbit,:; n in R; X R~o X R~ Z characterized by 
the stabilized point ho = (eo, DOG, g) and the stabilizer 
R9.(SU(2)XSU(2)), where 
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DOG = (~ _ °m~) 
and Eo = (0, 0, 0, mol. The result is given in the following 
proposition: 

Proposition 2.3: The U.I.R. ofGinduced, starting from 
n, by the U.I.R. of R9.(SU(2) X SU(2)) associated with the 
trivial orbit of SU(2) X SU(2) in R9 are 

[U(to, ~O' qo, qo, Ao, Ro)F] (E, x) = exp i[Eto + (l]·qo)1 
+ (4'~olz] 
XDS(Ae-'AoA _I )®Di(Ro) 

,10 e 

XF (A 0- IE, R 0- I(X - gJlVpJlq~)), 

where d JlV = P JlpV, b iJl = x'[f', D k is the U.I.R. of SU(2) of 
weight k operating in eZk + I, q; (v fixed) the 3-vector of com-

2 
ponents q~(i = 1,2, 3), FE.5t'~ (n:o X R3; eZs + I ® eZi + I), 

2 

n :0 being the one-sheeted hyperboloid defined by (p Jl 
PJl = - m~ ,p4 > 0), and df-i = (pZ + m~) - liZ d 3pd 3X . 

Proof The U.I.R. of G looked for are obtained (up to 
unitary equivalence) by choosing an arbitrary function 
h---+rj" ofn inK, such thatrj,(ho) = h and an U.I.R.L of the 
stabilizer of ho acting in a Hilbert space Pi" L . 

These representations are defined in the Hilbert space 
.5t'~ (n,Pi"L) offunctionsF on n with values in Pi" L such that 
S n IIF(h lIl~L df-i(h ) < 00, wheredf-i(h )isaninvariantmeasure 
under K concentrated on n, by the formula 

I U (hoko)F J(h ) 
= (h,ho)L(rj,-'kJ _I, )F(ko-'(h)). 

kO (h) 

Now it is sufficient to give the construction of rj,. 
Lemma 2.1 shows us that any point of n can be parametrized 
by the multiple 

(Ae Eo, AeD oGA e-
I
, Ae(~~t~))' 

where 

o 
o 
o 

~} 'x ~ lx', x', x'), 

with (Xi)ER3 and E---->-Ae is the field of Lorentz transforma
tions in the canonical formalism, 12 which associates with 

2 
every EE n :0, 
Ae = [2mo(p4 + mol] _112(mo -; p4.~ p3 

P -IP 
ESL(2, q 

such that AeE.o = E· 
It follows that n depends on six real parameters: 

((PJl)' withpJlpJ' = - m~, andxiER (1 <,i<,3)). 

Then we can take as field h---->-rir [such that rir (ho) = h ]: 

rj, = (Q, g, g, Ae ( _ ~o~ Ix).Ae, 1). Q.E.D. 

Finally, differentiating this representation we obtain for in
finitesimal generators (defined on the space of its 'G' 00 -vec-
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tors) 

T!" =p!", 

M = ip A V p + Ss ® 1, 

N= -(p4+ mo)-I(pAS)®1+ip4Vp , 

J = ix A V x + 1 ® So 

Qi!" = i( ~ )P!", 
ax' 

C!"" = p!"p", 

where 

(2.2) 

M=(MI,M 2,M 3
), N=(N 1,N 2,N 3

), J=(J\J 2,P), 
M il ijkL N i L J i 1 ijk/ = IE jk , = i4 , = 'i.E jk , 

V -(~ ~~) V =(~ ~ ~) 
p - ap 1 ' ap2 ' ap3' x ax 1 ' ax2 ' ax 3 ' 

Sj = (S J,S],s;); 
(SJ)I<k<3 are the infinitesimal generators of the repre

sentation Dj ofSU(2) and A denotes the vector product. 

3. COHOMOLOGY GROUPS H'(®, ®) (n = 0,1,2) 

A. Definition of the cohomology groups 

In this paragraph we give the main definitions which we 
shall use for the study of the cohomology groups H n( ®, ®) 
(for an interesting review on this subject see Ref. 13). 

Let & be a Lie algebra over a field K, and let p be a 
representation of & by linear transformations of a vector 
space V of finite dimension over K. A n-linear alternating 
mapping of & into V will be called a n-cochain (with coeffi
cients in V). These n-cochains form a vector space C n (&, V). 
By definition Co(&, V) = V. 

We now define three linear applications: 
(a) the first,f---+t>f of C n (&, V) into C n + 1(&, V) by the for
mula 

bf(x1"",xn + I) 

= I( - l)i+-1( [xi,xj ],x1"",xj"",xj"",xn+ d 
i<j 

N + 1 

+ I (-ly+lp(xj)f(xp""xj"",xn+d (ifn>O), 
i=J 

where the symbol A over a variable indicates that the appro
priate variable is to be omitted. 

If n = 0 thenfE Vand of is defined by 

(bf)(x) = p(x)f 

The n + l-cochain bfassociated with the n-cochainfis 
called the coboundary off This mapping b has the impor
tant property 

88f= 0, VfECN(&,V) Vn>O. 
(b) The second, d x :C N(&, V)_Cn(&,V), for each XE&, is de
fined by setting 

(dxf)(XI"",XN) 
N 

=p(x)f(xl, ... ,xn )- If(xl, ... ,[x,xj], ... ,xn ) (ifn>O), 
;= 1 

dx f = p(x)f (if n = 0). 
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(c) Finally, for XE& we define a third linear mappingf-Ix of 
C N + 1 (&, V) into C n (&, V) by setting 

fx(x1"",X n _ l ) =f(x,xw",xn -I) (if n >0), 

fx = 0 (if n = 0). 

Knowing that bbf = 0 we define the space ZN(&, V) of n
cocycles as the kernel ofthe transformation b: C n_c N + \ 

and the B N(&, V) of n-coboundaries as the image bC N - I. By 
definition B 0(&, V) = (0 J . The cohomology groups of& with 
coefficients in V are then defined as the quotient spaces 
Hn(&, V) = Zn(&,V)lBn(&,V);HO(&,V)isthesubspaceofthe 
invariant elements of V. 

If&' is a subalgebra of&,JEC n(&, V) will be called orth
ogonal to &' if 

fx = 0 and dxl = 0 for XE&'. 

The relations tJd x = d x band (bf)x + 81fx) = d xl show us iff 
is orthogonal to &', bfalso is. 

Consequently, if we denote by CN(&, m', V) the n-co-
chains orthogonal to &' and define 

zn(&, m', V) = zn(&, V)nC N(&, &', V), 

BO(m, ~l', V) =bCn-l(m, m', V), Bo(m, m', V) = (OJ, 

HN(&, &'. V) = ZN(~[, &', V)lBN(&. &'. V), 

we arrive at the notion of the relative cohomology group. 
Finally, in the following paragraphs H n(!n, Vfl will denote 
H N(&, ®, V) if ~I = !nE.l-® is a Levy decomposition of the Lie 
algebra &. 

B. The cohomology groups H'(®, ®) (n = 0, 1, 2) 

The Hn(®,®) are defined by remarking that ® is a ®
module for the adjoint representation of ®. Let us denote by 
Z(sI(2,C) ttl su(2)) [respectively, Z (®)] the centralizer of 
sI(2,C) ttl su(2) in ® (respectively, the center of ®). Then we 
obtain the following results. 

Lemma 3.1: The three vector spaces H O(®,®), 
Z (sI(2,C) ttl su(2)), and Z (®) are one-dimensional and gener
ated by Y;; =g!"YC!"". 

Proof A simple calculation and the fact that 
ZO(®,®) = Z(®) andBO(®,®) = 10J give the result. Q.E.D. 

Lemma 3.2:H I(®,®) [respectively. H 2(®,®)] is isomor
phic to H 1 (JR.4 ttl9C3,®t!l [respectively, H2(JR.4 ttl9C3,®)®]. 

Proof Let us consider ® = (R4 ttl 9C3)E.I-(sI(2,Q 
ttl su(2.C)). the Levy decomposition of ®. The Hochschild
Serre theorem 14 gives us 

i+j=n 

Then it is sufficient to use Lemma 3.1 and the Whitehead 
lemmas. that isHi(®,R) = R ifi = o and {OJ ifi = 1.2, when 
® is semisimple. Q.E.D. 

Proposition 3.2: (1) B 1(JR.4 ttl9C 3,®)® = (OJ. (2) Each 
fE Z 1(JR.4 ttl9C3,®)@ can be parametrized by 

fIT!") = aT!". 

f(Aj}') = PA i}, + yQ,p' 

f(QI!") =P'A i!" + y'Qi!"' 
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f(C,.,y) = (P + y')C,.,y, 

with a, p, y, P', y'ER. 
Proof At first the equalities 

CO(R4 Ell VC 3 ,@)@ = [fECO(@,@) = @ 

such that 

dx f = fx = 0 VXE~l(2,C) Ell ~u(2)) 

= [Ag"'YC,.,y with AER) 

showusthatB I(R4 Ell VC 3 ,@)@ = OCO(R4 Ell VC 3,@)@ = [0). The 
second assertion results from the fact that each 
fE Z I(R4 Ell VC 3 ,@)@ is an element of C I(@,@), which verifies 
the relations 

f(s) =0, 

[s,J(h )] = f([s,h ]), 

f([h l, h2]) = [f(hd, h2] + [h l,J(h2)] 

for any sE~l(2,C) Ell ~u(2) and h, hi' h2ER4 Ell VC3. Q.E.D. 
Lemma 3.2 and the preceding proposition give us 

Theorem 3.1: The dimension of the @-moduleH I(@,@) 
is equal to 5. 

Proposition 3.3: (1) EachfE B 2(R4 Ell VC 3,@)@isdefinedby 

f(X,Y) = 0 for any 

X,YE[L,.,y,T,."C,.,y,lij; l<i,j<3, 1</l, v<4). 

f(Aj,."Qjy) = aOijC,.,y + POijg,.,yESfJCafJ with a,pER. 

So the dimension of B 2 (R4 Ell VC 3 ,@)@ is equal to 2. 

by 

(2) Z 2(R4 Ell VC
3

,@)@ = B 2(R4 Ell VC 3,@)@. 
Proof Knowing that eachfEC I(R4 Ell VC3 ,@)!ll is defined 

fIX) = 0 for any XEsl(2,C) Ell ~u(2), 

f(T,.,) = aT,." 

f(A j,.,) = PA j,., + yQj,." 

f(Qj,.,) =P'A j!-' + y'Qj,." 

f(C!-'v) = oC!-'v + Ag,.,ygafJCafJ , 

with a, p, y, P " y', 0, AER, the first assertion easily follows 
from the definition of B 2(R4 Ell VC 3,@)@. 

Finally, the last result is obtained by a tedious calcula
tion after having remarked that any fE Z 2(R4 Ell VC 3 ,@)@ veri
fies the following properties: 

f(x l, x2) = 0, 

f(x l , hi) = 0, 

[xl,J(hl' h2)] = f([x l, hi]' h2) + f(h l, [XI' h2]), 

f([h l, h2], h3) + f([h 3, hi]' h2) + f([h 2, h3]' hd 

= [hl>f(h2, h3)] + [h3,J(hl' h2)] + [h2,J(h3, hd] 

for any x,E~I(2, C) Ell su(2) and any h j ER4 Ell VC 3 (1 <i<3). 
Q.E.D. 

Then Lemma 3.2 and this proposition give us the fol-
lowing results: 

Theorem 3.2: 
H 2(@, @) = [0). 
Corollary 3.1: @ is a rigid Lie algebra, that is, it cannot 

be deformed into an inequivalent algebra. 15 
Remark 3.1: The above calculations allow us to find 
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again the deformations of some subalgebras which were giv
en in Ref. 1. For instance, we shall study one of these cases in 
the following paragraph. 

C. The H' (~ 2I) (n = 0, 1,2) with 2I = R12(t-(sl(2, C) Ell su(2» 

2I is the subalgebra of @ generated by 
[L,.,y, A,,., or Qj,." Iij; 1 </l, v<4, 1 <i,j<3). We immediately 
see that H O(2I, 2I) = [0). Furthermore, we easily obtain 

Lemma 3.3: H 1(2I, 2I) [respectively, H 2(2I,2I)] is isomor-
phic to H I(RI2, 2I)1'l [respectively, H2(RI2, 2I)I'l]. 

Proposition 3.4: 
(1) B I(RI2, 2I)1'l = [0). 
(2) EachfE Z I(RI2, 2I)1'l is parametrized by 

f(A j,.,) = aA j,., with real a. 

Then the dimension of H 1(2I, 2I) is equal to one. 
Proposition 3.5: 
(I)B2(RI2, 2I)1'l = [0). 
(2) EachfE Z2(R 12

, 2I)1'l is parametrized by 

f(A j,." AjY) = A [oijL,.,v + g,.,Jij) with realA.. 

So the dimension of H2(2I, 2I) is equal to 1. Finally, we end 
this paragraph with a last result useful for the study of the 
first order deformations of this Lie algebra 2I. 

Proposition 3.6: H 2int(2I, 2I) is the whole space H 2(2I, 2I). 
Proof In any deformation, the semisimple subalgebra 

~I(2, C) Ell ~u(2) of2I is stable. 16 Then we interest ourself in the 
first order deformations which keep invariant each Lie 
bracket in which one element of ~1(2, C) Ell su(2) at least ap
pears. 

If [ , L denotes the Lie bracket of the deformation 2I, of 
the Lie algebra 2I, we necessarily have for any hi' h2ER 12 

[hi' h21, = [hi' h2] + t",(h l, h2) = t",(h l, h2), 

with ifJE H 2(2I, 2I). 
The integrability conditions reduce themselves to the 

relation 

L "'(ifJ(h l,h2)h3) = 0, 
P(h,.h,.h,) 

where h j ER I2 (1 <i<3) and P(h l ,h2 ,h3) is the circular permu
tation of h I' h2' h3• This last condition is always satisfied. 
Q.E.D. 

4. EXTENSION OF THE LIE ALGEBRA R BY THE LIE 
ALGEBRA® 

In order to introduce the dynamics we assume that 
there exist some development transformations which gener
ate the one-dimensional real algebra R (in the sequel K will 
denote one of its generators). The relation that must exist 
between our Lie algebra @ and the development Lie algebra 
will be defined by an exact sequence, 

A _ .. 

(O)~®-®~R~{O), 

where A is an isomorphism into @ and /l a homomorphism 
onto R with A (@) = Ker /l. 

Such an inessential extension,1O since R is one-dimen
sional, defines and is defined by a linear mapping which asso
ciates to the generator K of R a derivation r/J of ®, such that 
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[K, x] = ¢ (x) for any XE®. 

Moreover, we ask the relativistic invariance as well as 
the invariance under su(2), the isospin algebra. That is to say, 
we want the relations 

[K,x] = ¢ (x) = ° [VxEsI(2,q ffi su(2)], (4.Ia) 

[K,T,,]=¢(T,,)=O (1 <;W;;;4). (4.Ib) 

So contrary to Ref. 7 we do not require any ad hoc form for 
the generator K. This latter will be defined by its action on ® 
and his representative in the various integrable or local par
tially integrable representations of®. Finally, we must point 
out that the Lie algebras ® appear as generalizations of the 
quantum mechanical Galilee algebra and of the Hooke alge-
bra (cf. Roman et al. 5

•
7

). _ 

Now let us determine the various extensions ® of the 
Lie algebra R by the Lie algebra ®. At first the relation (4.Ia) 
shows us that ¢ belongs to Z I(R4 ffi 913, ®)lll and (4.Ib), with 
Proposition 3.2.(2), gives us a = 0. So we have obtained the 
following result. _ 

Proposition 4.1: The various Lie algebras ® are defined 
by the following brackets: 

[K,Aip] = (3A ip +yQip ((3,YER), 

[K, Qip] = (3 'A ip + y'QiP ((3', Y'ER), 

[K, Cpa] = ((3 + y')Cpu ' 

the others being the ones of ®. 

A. Classification of the various extensions 

Proposition 4.2: Let K be a generator of the Lie algebra 
R. The different extensions ®(up to isomorphism) ofR by the 
Lie algebra ®, such that 

[K, L"v] = [K, T" ] = [K,lij] = ° 
(I<;,u, v<;4; I<;i,j<;3), 

are given by 

(1) [K, Aip] = [K, Qip] = [K, Cpu] = 0, 

(2) [K,Aip] =Aip ' [K,Qip]=-Qip' [K,Cpa ] =0, 

(3) [K, Aip] = 52Aip, [K, Qip] = - 5 -2Qip' 

[K,Cpa ] =(54-1)5-2Cpa (5 2#0,1), 

(4) [K,A,p] =52AiP' [K,Qip] =5-2QiP' 

[K, Cpa] = (54 + 1)5 -2Cpa (5 #0), 

(5) [K,Aip] =52AiP' [K,Qip] =0, 

[K, Cpa] = 5 2Cpa' (5 #0), 

[in brackets (3)-(5) 5 is a real number], 

(6) [K,Aip] = -Qip' [K,Qip] = [K,Cpa ] =0, 

(7) [K,A,p] = -Qip' [K,Qip] =Aip ,' [K,Cpa ] =0, 

(a) Cases (2}-(5): 

(8) [K,Aip] = COSfPOAiP - sinfPoQiP' 

[K,Qip] = sinfPoAip + COSfPOQip 

(with fPo#O, 1T!2[kn']), 

[K, Cpu] = 2 cos fPoCpa' 

(9) [K, Aip] = A ip + Qip' [K, Qip] = Qip' 

[K, Cpa] = 2Cpa ' 

The other Lie brackets are the ones of ®. 
Proof Let us consider the matrix 

A = ((3 (3') 
y y' 

of the restriction of adK (cf. Proposition 4.1) to the subspace 
generated by the vectors Aip ' Qip (i, P fixed). Then we look 
for the different types of matrix A (up to equivalence) by 
classifying the various Jordan forms of such a matrix. To 
make this, the characteristic polynomial of A being 
P (A ) = A 2 - (Tr A );l + det A, we must discuss the six fol
lowing cases: 

(TrA =OorTrA #0) and (detA = 1, -1,0). 

It is sufficient to consider det A = ± 1 since, if det A # 0, the 
transform K ---+K' = 1 det A 1- 1/2 K does not change the Lie 
brackets of ® and, A ' denoting the matrix of ad K ' restricted 
to the subspace generated by A,p' Qip' (i,p fixed), det A 'will 
be equal to ± 1. Now starting from the Lie brackets of Pro
position 4.1 (with some matrix A ) we carry out a real change 
of basis in the Lie algebra ® which gives us Proposition 4.2. 
Q.E.D. 

B. Lie groups associated with the preceding Lie 
algebras 

We interest ourselves with the various Lie groups G 
associated with the Lie algebras (2)-(9) of Proposition 4.2 
[the case (1) being a direct sum]. 

To construct these group laws we denote the generic 
element of G by 

g = (k, t, (;, q, '!, A, R ) = ekKelTe£CeIJAeqQAR, 

and we use the same method as for Proposition 2.2. 
The cases (2)-(5) having the same general form, 

[K,A;p] =OIA;p' [K,Q;p] =02Q;p' 

[K, Cpa] = (0 1 + 02)Cpa ' 

we only give one formula for these four cases. So we have 
obtained 

Proposition 4.3: Let g = ! k, t, {;,_q, '!, A, R I be the gen
eric element of one of the Lie groups G. The group laws of the 
various G are given by 

glgz = ! kl + kz,tl + A dz,e - (Ii, + 1i,lk'{;1 + S (A Ikz -/! (e - li,k',!I' A I ® R Iqz), 

e-li,k'ql + Al ®Rlqz,e-li,k''!1 + Al ®RI'!z, AIAz,RIRzj, 
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(b ) Case (6): 

glg2 = {k l + k2'[1 + Ad2'£1 - 2- lk2/!(ql,(,h) +S(Ad£2 -/!(ql + k2ql,A I ®R lq2)' 

ql +AI ®Rltbql + k2ql +AI ®R I 9.2' A IA 2 ,R IR2J· 
(e) Case (7): 

glg2 = {k l + k2'[1 + A Ih'£1 + S (A d£2 - ! sin 2k2f.L! (ql,ql) -/! (~{I,ql)] + (sin k2)2/! (ql,ql) 
-/!(ql cos k2 + ql sin kz, Al ®R lq2),ql cos k2 - ql sin k2 

+ AI ®R lq2,ql cos k2 + ql sin kz + AI ®R lq2' AIA z, R I,R2j· 

(d) Case (8): 

glgz = {k l + k2,[1 + A d2,e - 2k, cos '1'[£1 + l sin (2kz sin q:> )( /! (ql,qd -/! (q I,q d) 
+ (sin (k2 sin q:> W/!(ql,qd] + S(At\£2 _/!(e-k,COS'l' [sin (k2 sin q:> )q. + cos (k2 sin q:> )q.], 

A I ® R .q2),e - k, cos rp [cos (k2 sin q:> )q I - sin (k2 sin q:> )q I] + A • ® R Iq2' 

e - k,cos'l' [sin (k2 sin q:> )ql + cos (k2 sin q:> )ql] + A I ® R .q2, A .A2,R.R2j· 

(e) Case (9): 

glg2 = {k1 + k2,[1 + A1h,e - 2k'[£1 + 2-·kzl!(ql,ql)] + S(Alk2 -/!(e - k'[ql - k2ql].A I ® R.q2)' 

e - k'ql + AI ®R lq2,e- k'[ql - k2ql] + A I ®Rlq2.AIA2,RIR2j· 

Remark 4.1: In the sequel of this paper we shall only 
consider the two following cases: 

• the oscillator group, denoted by H, which is defined 
by Proposition 4.3(c), 

• the Galilean group, denoted by L, which is defined by 
Proposition 4.3(b). 

5. SOME INTERESTING U.I.R. OF THE GROUPS HAND L 

Now our group G being given, we must determine its 
U.I.R. in order to obtain the various representatives ofthe 
generator K defining the internal development transforma
tion of the systems described by the group G. 

In this chapter we shall study only one type ofU.I.R. 
for each group H or L. But to begin with, we remark that our 
groups Hand L admit the decomposition H (or L ) = K . N, 
where K is the one-dimensional Lie group generated by K 
(notation of the preceding chapter) and N, isomorphic to G, 
is a normal non-abelian subgroup. The theory of the U.I.R. 
of such semidirect products was given by Mackey. II We also 
refer the reader to the work17 which is our main reference. 

Now we summarize this method. 

A. U.I.R. of the general semldirect products K·N 

Let fir be the space of equivalence classes ofU.I.R. of N. 
It is then possible to put a Borel structure on fir in a natural 
and unique way. The group K will act in fir as follows: Let 
n-U(n) be unitary representation, i.e., an element of fir. 
Then the representation n_U (g-I ng) is said to be equivalent 
using K, gE K, to n_U(n). We put two (possibly inequiva
lent) representations of N in the same orbit ifthey are equiva
lent using K. Thus fir is divided up into orbits. One may 
define the semidirect product to be "re&ular" if there exists a 
countable number of Borel subsets of N whose union meets 
each orbit exactly once. If this is the case then the following 
construction (which works for any semidirect product but in 
general does not give all representations) does indeed give all 
representations. 
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Let X be a point in fir. Then the stability group of X 
( = little group of X ), K x' is the subgroup of K such that 
X k ''''X for all kE K x' where the action X-X k of K on fir is 
defined by X k :n-x (k - Ink ). If X I and X 2 are two points on 
the same orbit then Kx is isomorphic to K , and so we may , x, 
associate one abstract group with each orbit, the little group 
for the orbit. One may then obtain a representation of the 
group Gx = Kx' N as follows. 

Let p be a representation of Kx in a Hilbert space dY 
~ p 

and suppose XE N acts in a Hilbert space dY,t" Since Xk is 
unitary equivalent to X for kE K x we may identify the carrier 
space of X k with dY x for any kE K x' Then there exists a 
unique (up to a factor) operator W(k ):dYx-dY such that 

I x 
X dn) = W - (k )x(n) W (k ) for all kE K x and nE N. The map 
(k,n)-W(k )x(n) defines a representation (projective in gen
eral) of Gx in dYx ' A more general representation is then of 
the form (k, n )_p(k ) ® W (k )x(n) acting in the Hilbert space 
dYp ® dY X' Starting from this last one we can obtain a repre
sentation of K·N by induction. If the semidirect product is 
regular, and K has no nontrivial multipliers (which is our 
case since K is a one-dimensional abelian Lie group), then all 
the representations of K·N are of this form. 

After this summary of the Mackey method we can pass 
to the physical examples constructed from the U.I.R. U of G, 
which are given by Proposition 2.3. 

B. Oscillator Lie group model H 

Proposition 5.1: The U.I.R. of H induced, starting from 
the U.I.R. UofG, by the U.I.R. ofR (the little group of U) are 

[ V (ko,[o,£o,qo,qo.Ao,Ro)F] (e,x) 

= [exp i 2- lko(/ - A + x2)U(lo,£o,qo,qo, Ao,Ro)F ] (e,x), 
2 

where FE,Y'! (n,:;" X R3; e2s + I ® e2i + .), with 
dp = (p2 + m~)-1/2 d 3p d 3X. 

Proof: Let us denote by k [respectively, n] the element 
{k,Q,Q,Q,Q, 1, IjEH [respectively, [O,t,£,q,q,A,R jEH]. 
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So we make clear the semidirect product H = K·N. Now we 
must study the representations U (knk -I) of N for any kE K. 
Notice that k commutes with 

t = ! 0, t, Q, Q, Q, 1, 1}, 

c = ! 0, Q, f;, Q, Q, 1, Ij, 

A = ! 0, Q, Q, Q, Q, A, Ij, 

R = ! 0, Q, Q, Q, Q, 1, R j. 

For this reason, it will be sufficient to consider U (kak -I) and 
U(kqk -I)withanya = !O,Q,Q,q, Q, 1, Ij andq = to, Q, Q, Q, 
q, 1, IjE N. The definition of U (cf. Proposition 2.3) and of its 
infinitesimal generators (formulas 2.2) show us that 

U(kak -I) = exp i{COS kaJ!' [xJp!, ] 

sin 2k ""'fJ ( )[!'Y) [ ] } + £.J q,q P!,Py 
4 !,<y-

X exp i{ - sin kaJ!'[i a~JP!' ]}, 

U(kqk -I) = exp i{sin kqJ!'[XjP!,] 

_ sin 2k ""'fJ ( )[!'y) [ ] } 

4 
£.J - q,q P!,Py 

!,<y 

Xexp i{ cos kqJ!'[i a~JP!' ]}. 
Finally, writing 

U (a) = exp iaJ!' [xJp!, ], 

U(q) = exp iqJ!'[i ~PJJ.]' 
ax' 

the Baker-Hausdorff formula gives us, V kE K, 

U(kak- I)= W(k)U(a)W(k-I), 

U(kqk-I) = W(k)U(q)W(k-I), 

where W(k) is the unitary operator, 

W(k) = exp i2- lk( -.1 + x2
) (VkER=K). 

Therefore, we have obtained 

U(knk -I) = W(k)U(n)W(k -I) (VkEK,VnEN). 

SotheorbitofKinN, on which lies the U.I.R. U ofG, is 
only reduced to one point and K is its little group. Since K is 
abelian, its U.I.R. are one-dimensional and of the form 

exp ilk (IER,kER=K). 

Then the application of the Mackey method (outlined in Sec. 
5.A) gives us the result. Q.E.D. 

Differentiating this U.I.R. Vof the Lie group H we 
obtain for infinitesimal generators (defined on the space ofits 
'6' OO-vectors) 

K=!(-.1+x2 +1), (5.1) 

the others being given by the formulas (2.2). 
Note that the formula (5.1) defines the representative of 

the element of the enveloping algebra au (~)( ~ is the Lie alge
bra of H), 

A = - (2m~)-lgJJ.Y8ij(Qi!,QJY + Ai!,AJY) + 1/2, 

1306 J. Math. Phys., Vol. 24, No.5, May 1983 

which is suitable to describe the hadron mass spectrum I as 
we shall recall it in the following chapter. 

C. Galilean Lie group model L 

Proposition 5.2: The U.I.R. of L induced, starting from 
the U.I.R. U of G, by the characters of R (the little group of 
U) are 

[W(ko,to,f;o,qo,qo, Ao,Ro)F J(e,x) 

= [exp iko( - 2- 1.1 + I)U(to,f;o,qo,qo, Ao,Ro)F 1 (e,x), 

where FEy2 (n m5 X R3. I(?s + I ® e 2i + I) with J.L +, , 
dll = (p2 + m~) - 1/2 d 3p d 3X. 

Proof In this case we remark that it is sufficient to con
sider U (kak - I). The definitions of U and of its infinitesimal 
generators give us 

U(kak -I) = exp i{cr!'[ xJP!'] 

+ 2 - I k II! (q,q)[!'V) [P!'Pv ] } 
}.t<v 

X exp i{ - ka JJJ. [ i a~JP!' ]}. 
With the help of the Baker-Hausdorffformuia we show that 

U(kak- I )= W(k)U(a)W(k-l) (VkEK), 

where W(k) is the unitary operator, 

W(k) = exp ( - i2- l k.1) (VkE K). 

Uta) was already defined. 

Therefore, we have obtained 

U(knk-I)= W(k)U(n)W(k-l) (VkEK,nEN). 

We end according to the same method as for Proposition 5.1. 
Q.E.D. 

Differentiating this U.I.R. W of the Lie group L we 
obtain for infinitesimal generators (defined on the space of its 
'6' DO - vectors) 

K= -~ +1, (5.2) 

the others being the ones given by the formulas (2.2). We 
remark that the formula (5.2) defines the representative of 
the element of the enveloping algebra au (2) (2 is the Lie alge
bra of L), 

B = - (2m~)-lgJJ.v8':;Qi!,QJV + I. 
An analogous operator was used I in the framework of a 
Schur-irreducible Poincare partially integrable local repre
sentation2 to describe the hadron mass spectrum. 

Remark 5.1: Before giving the mass-spectrum interpre
tation of our model, we must remark that the restrictions, to 
the subgroup G, of the U.I.R. defined in the two preceding 
propositions are U.I.R. of this subgroup. This noteworthy 
feature is not general. 

6. REPRESENTATIONS OF THE LIE ALGEBRAS.\:l AND E 
AND MASS SPECTRUM 

In order for the interpretation that is the outcome of our 
model to be coherent, we must first point out the physical 
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relevance of the generators of group H (or L ) and also explain 
the construction of the mass operators which we adopt. 

Let us point out first of all that all generators of ~ (or 2) 
are relativistically covariant since they are invariant under 
translations and transform, under the action of the Lorentz 
group, like a Lorentz tensor. Furthermore, for each fixed 
pair (,u,v), (AiIL,Qjv) (I<i,j<3) are "canonically conjugate" 
relatively to the intrinsically internal variables. So it is possi
ble to interpret the AilL and the QjV (and the GIL" which de
pend on them algebraically) as describing the relative inter
nal dynamics of a system of composite particles (the 
components of which may not exist in the free state). Similar
ly, we shall assume that the mass operator for the composite 
system can be written (at least in a sufficient approximation) 
as M2 = M~ + M;, where M~ = TIL TIL is the relativistic 
free mass and M; the mass-splitting term due to the descrip
tion of particles as a composite system. This mass-splitting 
term will be given by some combinations of the internal com
ponents (QiIL' A ilL ) the representatives of which, in the phys
ical U.I.R. of Sec. 5, will be proportional to the ones of the 
generator K and homogeneous to a square mass. 

In what follows, M; will be called (square) mass-obser
vable as it is this term that, in a suitable representation of ~ 
(or 2), will give the mass spectrum. The various mass-obser
vables which we consider in the following are symmetric 
homogeneous polynomials of the second degree in the conju
gate canonical variables which describe the internal dynam
ics. We shall thus have a description of the creation of energy 
from the internal motion, the particles being the excited 
states of an energetically more fundamental system. 

In a way, this interpretation seems to be a generaliza
tion of the standard description of systems of n quantum 
particles possessing only properties that have a classical ana
log. As a matter of fact there exist, for such systems, n pairs 
of canonically conjugate variables (PUQi )1<i<n representing 
l]n such that the Hamiltonian (and also every other physical 
observable) is a function of it. In our model !n3, which char
acterizes the internal dynamics, in a first approximation, 
would generalize f)n . 

The subgroup SU(2), commuting with the external sym
metry described by the Poincare subgroup, is interpreted as 
being the isospin group. As for the relativistic spin, we shall 
continue in this article to take for the definition the one in
troduced by Bargmann and Wigner (cf., for example, Ref. 
12). In this interpretation, the spin remains linked integrally 
with the external symmetry; but the mass, while depending 
on the external symmetry, is linked with the degrees of inter
nal excitation of our composite model. In this paragraph we 
shall also determine the isospin content of the two interac
tion operators introduced in Secs. 5.A and 5.B, the associat
ed models of which shall, in what follows, be called, respec
tively, the harmonic oscillator model and the vibrating 
sphere model. A glance at these operators K and formulas 
(2.2) easily shows that the eigenfunctions of M 2 will be classi
fied by a principal quantum number connected with the in
ternal excitation level and a secondary quantum number as
sociated with the weight of a u.1.R. of SU(2) (the isospin 
group). 

This interpretation also has the advantage that none of 
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the generators is superfluous, contrary to the various relativ
istic generalizations of the SUI 6) model (cf., for instance, Ref. 
18). 

Now let us pass to the physical examples. 

A. Harmonie oscillator model 

This example is defined by the U.I.R. of H, which is 
given in Proposition 5.1. In this framework we take for the 
mass-splitting operator 

M 2 - - 2- 1 IL"r;: ij(Q Q +A A ) 
1- gu iILj" iILj" (6.1) 

(we consider the U.I.R. of H with 1=0). 
The internal degrees of freedom thus contribute to the 

mass splitting via a term which is (for each space-time direc
tion) the Hamiltonian of the (three-dimensional) harmonic 
oscillator. This mass-observable is represented by the opera
tor 2 - 1 m~ ( -..1 + x2

), which has a discrete spectrum and 
leads to the mass formula 

mn = mo(n + ~ )1/2, 

where n is a non-negative integer. 
Let cW' n be the eigensubspace associated with the eigen

value m 2 = m~(n + ~) ofthe representative 2- 1 m~ 
( -..1 + x 2

) of M; defined by (6.1). cW'" is written 
2 

cW'n = .2'~(a :O,(;2s+ 1) ®E(n) ® (;2i+ 1 

with dv = (p2 + m~) - 1I2d 3p, 

where E (n) is the eigensubspace associated with the eigenva
lud'n = (2n + 3) of the operator -..1 + x2

• 

As the isospin subgroup SU(2) does not operate in 

.2'~(a:6 ,(;2s+ 1), all we need to know in order to elucidate 
the isospin content of cW' n is the decomposition of the uni
tary representation VI ofSU(2) inE (n) ® (;2i + 1 into irreduci
ble components. Now A.n represents the energy spectrum of 
the three-dimensional harmonic oscillator, so the degener
acy of the levelA. n is equal to the dimension of the representa
tion (n, 0) (in the notations of Ref. 19) ofthe group SU(3), 
which implies that dim E(n) = !(n + l)(n + 2). Starting from 
the decomposition of the restriction of the representation 
(n,O) from SU(3) to SO(3),20 we obtain 

nl2 n - 2s +,-
VI = L L D k if n is even, 

s = 0 k = In - 2s - il 
(n - 1)/2 n - 2s + i 

VI = L L D k if n is odd. 
s = 0 k = In - 2s - il 

As for the spin states of the eigenvectors of M;, they are 
all equal tos, as the restriction of the representation V to the 
Poincare group decomposes on cW'n according to 

(1/2)ln+ 111n + 2)(2i+ I) 

L D a+ (mo,s), 
a=l 

where D a+ (mo,s) = D +(mo,s) for all a. D +(mo,s) is the 
U.I.R. of positive energy, mass mo > 0 and spins of the Poin
care group. 

Let us detail the cases i = 0, ~. To a mass m 2 

= m~ (n + ~) correspond 
(a) if i = 0, (n + 2)12 [respectively, (n + 1)/2] particles 

with isospin n - 2r, where r = 0, 1, ... , n/2 [respectively, 
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r = 0, 1, ... ,(n - 1)/2] ifn is even (respectively, odd), each one 
having the same spin s; 

(b) if i = !, (n + 1) particles with isospin (2r + 1)/2, 
where r = 0, I, ... ,n and the same spin s. 

B. Vibrating sphere model 

This example will be defined by a local representation2 

of the Lie algebra 2 constructed upon the differential of the 
unitary global representation W of the Lie group L which is 
given in Proposition 5.2 (with I = 0). In this framework we 
take for mass-splitting operator 

M2 = _ 2- l nI'V8ijQ. Q. (6.2) I c5 If-L JV' 

Let us point out first of all that the use of the local 
(partially integrable) representations in this context is justi
fied by the following general remark (cf. also Ref. 21): if the 
symmetry "differentiates" (naturally) locally, the dynamics 
(afortiorithe internal dynamics), on the other hand, does not 
necessarily "integrate" globally; in fact, direct use of the 
theorem of Noether leads (by differentiation) to observables 
obeying laws of conservation; conversely, if we start out 
from an algebra of observables, each of them can generate a 
one-parameter group, but the dynamics by no means re
quires that there is global integrability; now, in a situation 
such as this, it is the dynamics which must take precedence. 
As for the method of investigation of the local representa
tions of 2, it is analogous to that of Ref. 2, the definitions of 
which we adopt. They are constructed upon the differential 
of a unitary global representation of L, carried out in a cer
tain functional space, by truncating the domain of variation 
of the variables with suitable boundary conditions in order to 
destroy integrability. These boundary conditions can also be 
considered as reflecting the internal dynamics (or even the 
internal geometry) of hadrons. 

We are going to study here one irreducible Poincare 
partially integrable local representation W of the Lie algebra 
2, related to the integrable representation W defined above. 
By irreducibility of W we understand Schur-irreducibility, 
namely, that every bounded operator B commuting strongly 
with some integrable observables (i.e., with their spectral res
olutions) and weakly with the others is a mUltiple of the iden
tity operator. More precisely, we require the commutation 
with the unitary group corresponding to maximum integra
ble Lie subalgebra ofw(~(2)) and commutation with the 
operators ofw(uJt(2)) on the common invariant domain. 
Note that the integrable Lie subalgebra of w( ~ (2)) need not 
be the representation of a Lie subalgebra of ~ (2), since some 
elements of ~(2) can be trivially represented (i.e., by multi
ples of the identity). In the example that we consider it will be 
enough to restrict ourselves to elements of degree <2 in 
w(~(2)). For this w, we introduce two domains: the domain 
of definition of the representation and the mass-spectrum 
domain on which the mass-observable considered is repre
sented by an essentially self-adjoint positive operator with a 
purely discrete spectrum, consisting of isolated eigenvalues. 
The former is a subspace of the latter. 

2 
LetcW"w = Y~(n :0, (;2'+ I) ® y2(S) ® e 2i + I, whereS 

is the sphere /xER3 such that Ixl<aJ. y2(S) decomposes 
into 
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2'2(S) = 2'2([0,a],r dr) ® IcW"j(e,q?), 
jEN 

where (r, e, q? ) are the spherical coordinates and cW"j (e,q? ) is 
the carrying space of the V.I.R. ofweightj oUo(3). Let So be 
the dense subspace of cW" w defined by 

So = Y p (&3, e2s + I) ® <G' 0;.( [O,a]) ® IcW"j(e,q? ) ® e2i + 1, 
jEN 

where <G' 0;.([0, a]) is the space ofthe functions cc: 00 (in r) 
vanishing together with all derivatives at the endpoints of the 
interval [O,a]. So is a common invariant domain of the infini
tesimal generators of the representation Won which they are 
symmetric. 

This defines a local representation W of 2 on cW" w by 
symmetric operators. A basis of cW" w is defined by the follow
ing functions: 

tPn(P, m s )r- I
/
2J,+ 1I2(k, r)y~/(e,q? )v:"i' 

withnEN, -s<ms<s, -i<mi<i, lEN, -1<m,<I,k,ES, 
= (A-;J, + 1/2 (A-a) = OJ. tPn(p,m s ) denotes a basis of 

2 

2'~ (n :a, e2s + I), J, + 211 the Bessel functions, solution to 
the Sturm-Liouville problem relative to the vibrating 
sphere22

; the y~/(O,q?) are the spherical harmonics and 
(v:",; - i<mi<i) is the basis ofe2i + I that simultaneously 
diagonalizes the Casimir operator and the Cartan subalge
bra of the Lie algebra ~u(2). Now we use the strong commu
tation with w(Lpv), w(Tp), w(g'"v8 ijQip Qjv)' which generates a 
P X V( I) group, w(! ij - Lij) and w(Lij)' where Lij 
= gPV (QipAjv - QjpAiV) (/<i,j<3). The Lij do not close to a 
~o(3) subalgebra of ~(2); but, since w(gpvTp Tv) factors out 
in w(Lij) and is a multiple of the identity, the w(Lij) generate 
the quasiregular representation ofSO(3) in the x part of £' w' 

We therefore require that B commutes with the above uni
tary representation of P XV(I)XSV(2)XSO(3); weak com
mutation with w(gP7p Q3v) will then imply thatBis a multi
ple of the identity. 

Let 
2 

S1T = Y~(n:o , e2s + I) ® cc: 0;.( [0, a]) 

® IcW",(O,q?) ® e2i + I, 
'EN 

cc: ;; ( [0, a ] ) being the space of the functions cc: 00 (in r), be 
vanishing at the right end point a. 

The representative of the mass-splitting operator M~, 
defined by (6.2), is essentially self-adjoint on the domain S1T' 

It has a discrete spectrum which leads to the mass formula 

ml.k/ = ~; Ik,1 (lEN, k,ES,). 

Remark: Using also a three-dimensional "internal 
space" but a local representation of the II-parameter Weyl 
Lie algebra, and taking for total (squared) mass-operator the 
second order invariant of the (integrable) Poincare subalge
bra, Snellman23 recently obtained a discrete mass spectrum 
in terms of squares of the zeros of Bessel functions relative to 
the vibrating sphere. The technique used for w is similar, but 
this representation is Schur-irreducible and our interpreta
tion is different. 

Let £'(/, k,) be the eigensubspace associated with the 
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eigenvalue m 2 = 2-lm~k T ofthe interaction operator 
M; = - 2 -I gl'V /jij Qil' Qjv' which is represented in W by 
M2 = - 2- 1 m~..::1. ,7{"(/, k/) is written 

2 
,7{"(/,k/) = 2'~(n :0, 1(;2s+ I) ®E(/,k/) ® 1(;2i+ I, 

whereE (/, k/) is the subspace of 2'2(S) generated by the vec
tors 

r- I
/

2
J/+ 1I2(k/ r)Y~/(e,tp), -I<.m/<J 

As in the preceding case, in order to elucidate the iso
spin content of ,7{"(/, k/), it is enough to know the decomposi
tion of the unitary representation WI ofSU(2) in E (/, k/) 

/+i 

® 1(;2i + I. Now WI = I D k. So the states of ,7{"(/, k/) are 
k = I/-il 

all of spin s and mass m = (molv2) Ik/I (k/ being determin-
able approximately for large masses using an asymptotic re
presentation of the Bessel functions) and theirisospin (for the 
particular values i = 0, ~, for example) is 

(a) I = 1 ifi = 0, 
(b) I = ~ (respectively, I = 1 ± !) if 1 = ° (respectively, 

I> 1) and i = ~. 

7. DISCUSSION AND OUTLOOK 

After having considered the experimental trajectories 
I =J(m2)andI =J(m)(with constant spin) for those particles 
which are best established at present,24 it emerges that our 
model presents a real potential interest, as the observed di
vergences from the theoretical trajectories (both those asso
ciated with the harmonic oscillator model and those asso
ciated with the vibrating sphere model) are not significant 
enough to invalidate it; all the more so, as we have only taken 
into account a restricted number of quantum numbers. The 
presence of high isospins which do not correspond to ob
served particles could be accounted for by the fact that they 
are associated with particles heavy enough to decay very 
quickly by means of strong interactions. Furthermore, the 
fact that this model permits defining a denumerable infinity 
offermions (or ofbosons) of integer or half-integer isospin (in 
an irreducible representation) brings up the question of the 
interest of the "multiquark" theories ("colored", 
"charmed", ... ), especially as there are some very strong pre
sumptions as to the existence of massive hadrons which do 
not fit into the framework of the present multiquark theor
ies. 

We end this work by mentioning briefly a few remarks 
and suggestions concerning its possible continuations 

(1) The relation J = 1 ® Sk + ix /\ V x [cf. formulas 
(2.2)] giving the isospin can be interpreted as follows. Sk 
represents the isospin of the basic (nonexcited) state and 
ix /\ V x is the orbital momentum of internal excitation creat
ing the real isospin. If a mass formula were desired depend
ing explicitly on the isospin, one could add to M; an interac
tion of the (iso) spin-orbit type of the form Iij'J.ij, where 'J.ij is 
an appropriate function of the internal canonical variables 
(Ail" Qjv)' For instance, if we take the mass-observable 
M2 = M; - g Iij 'J.ij (g being a coupling constant), with 
'J.ij = gl'v (Ail' QjV - Ajl' Qiv) we obtain, in the harmonic os
cillator framework, the following mass formula: 
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m2=m~(n+ ~)+gm~[I(I+ 1)+/(/+ l)-k(k+ 1)], 

with 1 = n - 2s, O<.s<. integer part of n/2, 

IE[ n - 2s + k, n - 2s + k - 1, ... , In - 2s - k II. 
(2) In another perspective it would be interesting to de

fine (working from internal canonical variables) operators 
X /; of the creation and annihilation type, such that the in
ternal quantum numbers (including the isospin) be functions 
of them, and to deduce from the latter the internal quantum 
number content of the various mass formulas considered (as 
we have done above for the isospin), or mass formulas which 
depend on them explicitly, as in the preceding paragraph. 

(3) It would be interesting to study other (local or global) 
representations of one ofthe extensions which are construct
ed in Proposition 4.3, in order to obtain more general mass
operators K. For some of them, contrary to those studied in 
this paper, a spin spectrum might be found which would lead 
to a group theoretical formulation of the Regge trajectories. 
More simply, in view of the results obtained in this paper, the 
fact that the group H4 . SL(2, q 25 admits (nonfaithful) 
U.I.R. such that the Poincare mass is a strictly positive sca
lar and such that the spin spectrum is composed of all the 
integers or all the half-integers presents another possibility 
for arriving at a formulation of Regge trajectories by build
ing representations of S) (or 2), according to our analysis (cf. 
Sec. 2), for which the restriction to Poincare subalgebra gives 
a spin spectrum, as in the Flato-Snellman model (Ref. 26, 
Sec.2C). 

(4) Let us mention in conclusion that the methods em
ployed in this paper could equally be considered in the 
framework of the algebras of super symmetries by adjoining 
anticommutation relations to the commutation relations of 

fh. 
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Interaction of a spin-1/2 tachyon with a spin-1/2 bradyon and a tachyon
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Interaction of a spin-l/2 tachyon with the gravitational field of a spin-l/2 bradyon is investigated 
in the background of Schwarz schild geometry. A tachyon-bradyon bound system (PTBBS) is 
proposed. In PTBBS, a tachyon revolves around a bradyon in a circular orbit. It is found that as 
the tachyon goes away from the bradyon, it emits energy under a certain condition; but if this 
condition is not satisfied, the tachyon gains energy while going away from the bradyon. Also, 
PTBBS is compared with Bohr's hydrogen atom model. In the end, the possibility off ormation of 
PTBBS is discussed. 

PACS numbers: l4.80.Pb, 12.25. + e, 04.20. - q 

1. INTRODUCTION 

There are two schools of thought regarding the exis
tence of tachyons. One is that investigations on tachyons are 
a waste of time, because so far attempts to detect or to pro
duce them have yielded null results. Another thought is that 
tachyons should exist in our universe and research on them 
is highly needed for proper understanding of the theory of 
relativity. Another reason for study of tachyons is that one 
cannot draw a Feynman diagram without, in some sense, 
talking about tachyons. Corben' asks the question "How 
could an electron turn the corner and go backwards in time 
without passing through a state where it was a tachyon?" He 
says that one could argue that, during that period, it was in a 
virtual state and that the Feynman diagram is not to be taken 
literally anyhow.' 

However, if one believes in the existence of tachyons 
and does not consider their study a waste of time, as we do 
here, one can naturally ask a question. "What happens when 
a tachyon interacts with a bradyon (a particle of ordinary 
matter)?" An answer to this question is also necessary to 
draw the attention of scientists of the first school of thought, 
in favor of tachyons. In this article, we have dealt with this 
problem, though in recent years many authors such as Narli
kar and Sudarshan,2 Dhurandhar,3 Honig etal.,4 and Narli
kar and Dhurandhar5 have discussed such problems in dif
ferent ways. 

In the present paper, we consider that a spin-l!2 ta
chyon, having its metamass fl equal to the mass of an elec
tron, is revolving around a spin-l!2 bradyon (say a proton). 
Thus, we propose that a spin-l/2 tachyon and a spin-l/2 
bradyon form a bound system like Bohr's model of the hy
drogen atom in which electron revolves around proton in 
circular orbits. Here we suppose that the gravitational field 
of the bradyon is described by the Schwarzschild geometry. 

In Sec. 2, we have considered a spacelike state function 
l/J(t,R,e,</J ) for a spin-l/2 tachyon ofmetamassfl, such that its 
rest mass6 m = ifl satisfies the Dirac equation. Also, we have 
transformed the first order Dirac equation into a second
order equation by applying the operator (ifzyl'pl' + me). 

In Sec. 3, we have discussed various aspects of the effec
tive potential of a tachyon in the proposed tachyon-bradyon 
bound system (PTBBS). In Sec. 4, we have solved the differ-

ential equation derived in Sec. 2 by the method of Wentzel
Kramers-Brillouin (WKB) approximation. In this section, 
we have also computed the probability density of a tachyon. 
In Sec. 5, we have tested the validity of WKB solutions ob
tained in Sec. 4. 

In Sec. 6, we have computed the energy of a tachyon in 
PTBBS. In Sec. 7, we have compared PTBBS with Bohr's 
hydrogen atom. In Sec. 8, we have speculated that PTBBS 
would have formed after the epoch of the big bang if the 
assumption of Narlikar and Sudarshan2 regarding produc
tion of primordial tachyons is correct. 

Throughout the entire paper we have used cgs system of 
units. Also everywhere in this paper we have used 
G = 1038GN (where GN is the Newtonian gravitational con
stant). The reason behind using this value of G is given in 
Sec. 2. 

2. DIRAC EQUATION AROUND BRADVON (PROTON) 

The Schwarzschild line element is given by 

d:l=(l- 2mG)dt 2 _(1_ 2mG)-'dR 2 

Re2 Re2 

(2.1) 

where R = 2mG /e2 gives the radius of brady on and m is its 
mass. Here we choose G as the Gravitational constant of 
strong gravity which is 1038 times of the Newtonian gravita
tional constant, because according to Sivaram and Sinha 7 

the Newtonian gravitational constant yields very unphysical 
results at the microscopic level, e.g., it yields the radius of a 
proton on the order of 10-52 cm which is not correct. e is the 
speed of light. 

The motion of a tachyon, in the Schwarzschild space
time, is described by the Dirac equation 

(ifzyl'pl' - me)1/J = 0, (2.2) 

where PI' and m are the four-momentum and rest mass of 
tachyon, respectively. 

For any function I/J there exists a time-reversed function 
¢ given as 

TI/J(t,R,e,</J) = u T ¢( - t,R,e,</J ), (2.3) 

where U T is a unitary matrix satisfying the condition 
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u/y= -rUT' 
Hence, if tP is the solution of Eq. (2.2), it satisfies 

¢(ifzrf'p" + me) = O. (2.4) 

We transform the first-order equation (2.2) to a second-order 
equation by applying the operator (ifzrf'pf' + me) as 

(p2 _ m2e2)tP = O. (2.5) 

On substitutingp'" = ifuJ/axf' in Eq. (2.5) we have 

(02 + m2e2/fz2)tP = 0, (2.6) 

where 

(2.7) 

On substitutingg') from Eq. (2.1) in Eq. (2.6) we have 

_ .£.(1 _ 2mG) _l-~(sin B atP ) 
R 2 Re2 sin B aB aB 

(2.8) 

Since tP is independent of cp due to the azimuthal symmetry of 
the problem about B = 0, 

atP = o. 
acp 

(2.9) 

Now tP can be expanded in terms of a complete set of 
eigenfunctions of the angular momentum operator, that is, 
we can set 

(2.10) 

Substituting tP in Eq. (2.8) we have a partial differential equa
tion for tPl(R,t) as 

a
2

tPi _ .£.(1 _ 2mG)~[R 2(1 _ 2mG)atPl ] 
at 2 R 2 Re2 aR Re2 aR 

+e2/(/+1)." _fl2e4(1_ 2mG)", =0. 
R 2 'f'1 fz2 Re2 'f'1 

(2.11) 

To separate out t from tP,(R,t) we can write by Fourier 
analysis 

tPl(R,t) = f~ 00 A (Il )ltrf1(R )exp( - illt) dll. (2.12) 

Substituting it in (2.11) we have an ordinary differential 
equation 

d 2tf// 2mG dtf// R 2e2 

--+ -- + -----
dR 2 R (Re2 - 2mG) dR (Re 2 

_ 2mG)2 

X [1l2 + (1 _ 2mG )fl2e4 _ 2mG(1 _ 2mG) 
Re2 fz2 R 3 Re2 

_ e
2
/(/+ 1)(1_ 2mG)].'fl=0. R 2 Re2 'PI (2.13) 
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In Eq. (2.14) the coefficient of tf// consists of two parts. 
(i) the term involving 11 2 corresponds to the energy or 

frequency of the partial wave; 
(ii) the other three terms constitute the effective poten

tial given by 

R (Re2 - 2mG)' 
(2.14) 

3. POTENTIAL OF TACHYON IN PTBBS 

The potential of tachyon in PTBBS is given by Eq. 
(2.14). For V maximum, we have 

(3.1) 

which yields 

R3 fz2/(/+ I)R2+~[3+1([+ IDR+ 4mGff =0. 
mGfl2 fl 2eZ fl 2e4 

(3.2) 

This is a cubic equation having three roots 

(q - H /q) - b, (wq - w2H /q) - b, (w2q -wH /q) - b, 
(3.3) 

where 

b=fz
Z
/(/+l), 

3mGfl2 

H=~[l + 1(/+ 1) _ fz
4

/
2
(/+ 1)2] 

fl 2e2 3 9m2G 2fl4 ' 

F= 4mGfz2 + 3fz4/(1 + 1) 
fl 2e4 mGfl4e2 

X [1 + 1(1 + 1) _ 2h 6[2(1 + If], 
3 m3G 3fl6 

q= [!{_F+(F2+4H 3)1/2}]1/3, 

and 1, w, and w2 are cube roots of unity. Of the above three 
roots, the last two roots are complex; hence, we are interest
ed in the first root only, i.e., Eq. (3.2) gives 

R =q-H/q-b. 

It shows that V will be maximum at 

R =q -H /q-b. 

If [ is small, 

bzO, 

Hzfzz/fl2eZ, 

F z4mGfzz /fl2e4, 

q z [~{ _ 4mGfz2 + (I6m
Z
G Zfz4 + 4fz

6
) 112}] 1/3 

p 2e4 p4e8 p6e6 

On substituting 

m = 1.67 X 10-24
, fl = 9.11 X 10- 28

, 

(3.4) 

G = 6.67x 1030, e = 3x 1010
, fz = 1.05 X 10- 27 

(all values in egs units) we find that 

fz4 2 
_,........,e_~ 10- 38 <1 
4j..l2m2G2~ 
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and 

fz2<fz. 

Hence, we have 

q = [2mGfzljl2e4 r/3 = 4.12X 10-3, 

H = fz2/jl2e2 = 0.15 X 10-21
• 

Now, 

R:::A.12X 10- 3 cm. 

(3.5) 

(3.6) 
This shows that at distance 4.12 X 10-3 cm from the 

center of the bradyon (proton) the potential of the tachyon 
would be maximum if / is small. 

In the same way we can get the value of R putting values 
of m, G, jl, e, and /, in case / is large. 

In the following table we find the value of potential of 
the tachyon corresponding to different values of R when / is 
small. 

S.No. Distance from the center 
of brady on (proton) R 

Potential of 
tachyon 

2 
3 
4 

(in centimeters) 

2.475 X 10- 14 

(radius of proton) 
4.198x 10-- 12 

4.121 X 10-3 

00 

(in ergs) 

- 00 

o 
Vmax > 1.59X 1010 
2.59 X 1010 

From the above table we learn that potential of the ta
chyon increases as R increases. This is maintained up to 
R = 4.12 X 10- 3 cm. But beyond 4.12 X 10- 3 cm the poten
tial decreases as R increases, but very slowly. This shows 
that the field is attractive for a tachyon up to 
R = 4.12x 10- 3 cm, but beyond this valueofR thebradyon 
(proton) field becomes repulsive for tachyons. If a tachyon 
reaches the surface of brady on (proton), it will be absorbed in 
the bradyon (proton). This phenomenon will take place when 
the distance of the tachyon from the center of the bradyon 
(proton)islessthan4.198X 1O- 12 cm. AtR = 4.198x 10- 12 

cm, the potential of the tachyon vanishes. Hence, when the 
value of R is 4.198 X 10- 12 cm the tachyon can not revolve 
around the bradyon (proton). From the above discussion, we 
find that circular orbits of a tachyon revolving around a bra
dyon (proton) can be found between R = 4.198 X 10- 12 cm 
and R = 4.121 X 10- 3 cm. 

4. WKB SOLUTIONS 

In the differential equation (2.13) we see that the coeffi
cient of d¢f IdR and 2mG / R 2(Re2 - 2mG) are very small 
and can be neglected except in the shell where IR - 2mG I 
e2

1 < E (where E is a very small positive quantity). Hence, we 
ha ve the differential equation (2.13) as 

__ I + + __ -,r~ __ _ d 2¢f [ e2{} 2 112e4 

dR 2 (e2 _ 2mG IR)2 fz2(e2 - 2mG IR) 

_ e
2
/(/+I) ]¢f=0 

R2(e2-2mGIR) ' . 
(4.1) 
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This equation is written in one of the forms 

d 2¢f 
dR ~ + k 2(R )¢f = 0 for k 2(R ) > 0, 

where 

2{J 2 112 e4 
k2(R) _ e r 

- -(e...,.2--.....:2.....:m-G-IR~)2 + fz1(e2 - 2mG IR ) 

e2{J(/+I) 
R 2(e2 - 2mG I R ) , 

d 2 .,,{1 
_If_" _ k ,2(R )¢f = 0 for k '2(R ) > 0, 
dR 2 

where 

(4.2) 

(4.3) 

(4.4) 

(4.5) 

We restrict our attention for the present to Eq. (4.2); we 
shall be able to generalize the resulting expression for ¢f to 
obtain solutions of (4.4). We put 

¢f(R) = BI exp[iS(R )/fz], (4.6) 

which on substitution into (4.2) gives 

ifzd2S _(dS)2 +fz2k 2 =0. 
dR 2 dR 

(4.7) 

We substitute an expansion of S in powers of fz into Eq. 
(4.7) and equate coefficients of equal powers of fz: 

S = So + fzS l + .... 
We find that 

(d::o r + fz2k 2 = 0, 

i d 2So _ 2dSo dSI = 0, etc. 
dR 2 dR dR 

Integration of these equations gives 

So(R) = ± fzI k dR, S,(R) =!i log k (R), 

where arbitrary constants of integration that can be ab
sorbed in the coefficient BI have been omitted. We thus ob
tain to this order of approximation, 

¢f(R)=B1k- 1/2 exp [±Jk(R)dR l (4.8) 

In similar fashion, the approximate solution of (4.4) is 

¢f(R) = B2k '-1/2 exp [ ± J k '(R) dR ]. (4.9) 

The probability density is defined as 

P = ¢fIR )tf;r!l(R ), (4.10) 

where tf;r!l(R ) is the complex conjugate of ¢fIR ). The prob
ability density corresponding to solutions (4.8) and (4.9) are 
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(4.12) 

respectively. 
Equations (4.11) and (4.12) show that P, decreases with 

R, whereas P2 increases. This means that according to Eq. 
(4.11), the probability of finding a tachyon decreases as R 
increases, but according to Eq. (4.12) this probability in
creases with R. In the preceding section, we find that the 
potential of a tachyon increases with R. The physical laws 

In Eq. (5.1) the term 

[ 
2m Ge2f) 2 

R 2(e2 - 2mG /R)3 

21J?e4mG e21(1 + I)(Re2 - mG)] 
+ fz2R 2(e2 - 2mG /R f + R 2(e2 - 2mG /R)2 

decreases with R. Hence we have 

I
fz(dS,/dR )1 <1. 

dSo/dR 
This shows that the WKB solution (4.8) is valid. 

In Eq. (4.5) if 

e21(1+1) 
R 2(e2 - 2mG / R ) 

e2f) 2 + J-l2e4 

> (e2 _ 2mG /R)2 fz2(e2 - 2mG /R) 

then k' will be a decreasing function with R. Under these 
circumstances, we can not find 

I
fz(dS,/dR )1 <1. 

dSoIdR 
Hence, if 

e21(1 + 1) 
R 2(e2 - 2mG/R) 

I 

e2
f) 2 + J-l2e4 (5.2) 

> (e2 _ 2mG /R)2 fz2(c2 - 2mG /R) 

the WKB solution (4.9) is not valid. 
It is under this condition (5.2) that the solution (4.9) 

does not suit the problem undertaken in this paper, as it has 
been discussed in the preceding section. 

6_ ENERGY OF TACHYON IN PTBBS 

The partial differental equation (2.11) can be rewritten 
as 
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tell us that a particle wants to be in a lower potential state. 
Hence, on this ground information given by (4.12) is not cor
rect. Now we are in a position to infer that the differential 
equation (4.4), which is the second form of the differential 
equation (4.1) under the condition k .2> 0 does not suit the 
problem considered here. Hence the differential equation 
(4.4) and its solution (4.9) is discarded. 

5. TEST OF VALIDITY OF WKB SOLUTION 

The accuracy of the WKB solution can be tested by 
comparing the magnitude of the successive terms So and fIS, 
in the series of S. The ratio I fIS,/So I is expected to be small if 
l(fz(dS,/dR ))I(dSoIdR )1 is small. 

(5.1) 

As in Sec. 4, here also the coefficient of at/J,/aR can be 
neglected except in the shelllR - qmG /e2

1 <e. Hence, we 
have 

a
2

t/J, _ c2(1 _ 2mG)a
2

t/J, + e2
1(1 + I)t/J 

at 2 Re2 aR 2 R 2 ' 

J-l2C4 ( 2mG) -- 1--- t/J,=O. 
fz2 Re2 

Now suppose that 

t/J,(R,t) = f: 00 C(P)t/Jf(t) exp(ipR) dp. 

(6.2) 

(6.3) 

Substituting t/J,(R,t) from Eq. (6.3) into Eq. (6.2) we get 
an ordinary differential equation 

d
2
t/Jf(t) [22(1_ 2mG)2 +e

2
/(l+1) 

dt 2 + e p Re2 R 2 

_ J-l2e4 (1 _ 2mG )]t/Jf(t) = O. 
fz2 Re2 

(6.4) 

This differential equation is integrated into 

[ { ( 
2mG)2 c21(/+I) 

t/Jf(t) = D exp ± i e7J2 1 - Re2 + R 2 

(6.5) 

Now the magnitude of the energy ofthe tachyon associated 
with this tachyon wave t/Jf is given by 
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(6.6) 

which yields 

E= 2 2(1_ 2mG)2 + e2
/(1 + 1) 

e p Re2 R 2 

_ fl2e4(1_ 2mG). 
fz2 Re2 

(6.7) 

We know that in the case of a tachyon 

E2 _ e2p2 = - fl 2e4. (6.8) 

Connecting Eqs. (6.7) and (6.8) we have 

112e4(R _ 2mG le2) fl 2e6R (R - 2mG le2) E2= r-
2(R - mG /c2

) 4mGfz2(R - mG /c2) 

+ e
4
1 (I + 1) (6.9) 

4mG (R - mG le2) 

Substituting values of m, G, fz, fl, and I we see that 

fl2e6R (R _ 2mG le2»fl2e4(R - 2mG le
2
) 

2(R - mGle2
) 

for any value of R > 2mG /c 2
• Hence, the first term on the 

right-hand side ofEq. (6.9) is negligible. Now, 

E2 = e
6 

[/(1 + 1) _fl2R (Re
2 

- 2mG)]. 
4mG (Re2 - mG ) fz2 

(6.10) 

This expression yields 

E = e 1(1 + 1) 
I [ 

6 { 

4mG (Re 2 
- mG ) 

_ fl2R (Re:: 2mG )}] 
112

1. (6.11) 

This expression shows that as R increases, the energy of 
the tachyon decreases. 

But from Eq. (6.11) we also find that iffor some value of 

I (I + 1) <fl2R (Re2 - 2mG )/fz2, (6.12) 

the energy of a tachyon will increase with R. 

From above analysis we note that if condition (6.12) is 
not satisfied, a tachyon would emit energy on ascending to 
higher orbits and would gain energy on descending to lower 
orbits, contrary to Bohr's hydrogen atom. But if the condi
tion (6.12) is satisfied, a tachyon would gain energy on as
cending to higher orbits and would emit energy on descend
ing to lower orbits like the electron in the hydrogen atom. 

7. COMPARISON OF PTBBS WITH BOHR'S HYDROGEN 
ATOM 

Now we are in a position to compare and contrast 
PTBBS with Bohr's model of the hydrogen atom as follows: 

(1) In an H atom, an electron revolves around a proton 
under the influence of the Coulomb force and centrifugal 
force. In PTBBS, we find that a tachyon revolves around a 
proton (bradyon) in a circular orbit under the influence of 
gravitational force of attraction and centrifugal force. 

(2) In an H atom, there acts a short range repulsive force 
between the electron and proton due to which, the electron 
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does not fall into proton. But, in PTBBS, there is a possibility 
of falling down of the tachyon into the proton as has been 
discussed in Sec. 3, if the tachyon comes very close to proton 
(bradyon). 

(3) In an H atom, beyond a short range (where the force 
between the electron and proton is repulsive), the force 
between electron and proton is attractive. In PTBBS, the 
force between the tachyon and proton (bradyon) is attrac
tive, but beyond a fixed range (where potential of tachyon is 
maximum) force between tachyon and proton is repulsive. 

(4) In an H atom, when an electron ascends to higher 
orbits it gains energy and on descending to lower orbits it 
emits energy. In PTBBS, two situations happen: (a) if condi
tion (6.12) is satisfied the tachyon also, like the electron in the 
H atom, emits energy on descending to lower orbits and 
gains energy on ascending to higher orbits; (b) but if condi
tion (6.12) is not satisfied, the situation is reversed. In this 
case, tachyon looses energy on ascending to higher orbits 
and gains energy on descending to lower orbits. Hence in 
situation (a) to knock out the tachyon from PTBBS we will 
have to supply energy as energy is supplied to knock out the 
electron from an H atom. But in situation (b), to knock out 
the tachyon from PTBBS, we would have to extract energy 
from it. 

8. POSSIBILITY OF PTBBS 

We have discussed above various aspects of PTBBS. 
However, one thing is very important to know. Can such 
systems exist in nature or is there any possibility of forma
tion of these systems in the future or could these systems 
have formed in the extreme past? In this section, we specu
late that such systems would have formed in the past on or 
after the epoch of the big bang. 

According to cosmologists, the big bang was the ex
treme phenomenon of the universe and many fundamental 
particles were produced during the epoch of the big bang. 
Narlikar and Sudarshan2 have assumed that tachyons also 
would have been produced on or after the epoch of the big 
bang along with many other fundamental particles of ordi
nary matter (bradyonic matter). It is the view of both cosmol
ogists and particle physicists8 that when this universe was 3 
minutes old, nucleosynthesis of many atoms such as He, D, 
Li, etc. took place from primordial neutrons, protons, and 
electrons. In Sec. 3 as well as the author's work in Ref. 9 we 
find that a tachyon is attracted by a bradyon when they are at 
a short distance. Now if primordial tachyons were produced, 
there is the possibility of formation ofPTBBS-like systems 
from primordial protons and tachyons in the early stages of 
the universe, because it is expected that at that time tachyons 
and protons would have been sufficiently close to each other. 

ACKNOWLEDGMENTS 

I am extremely grateful to the referee for useful com
ments and helpful suggestions regarding revision of the 
original manuscript. I also thank Dr. V. B. lohri for stimu
lating discussions. 

'H. C. Corben, "Electromagnetic and hadronic properties of tachyons," 
Proceedings of Tachyons, Monopoles and Related Topics, edited by E. Re-

Sushil K. Srivastava 1315 



                                                                                                                                    

cami (North-Holland, Amsterdam, 1978). 
2J. V. Narlikar and E. C. G. Sudarshan, Mon. Not. R. Astron. Soc. 175, 
\05-16 (1976). 

3S. V. Dhurandhar, Pramana 8, 133 (1977). 
'E. Honig, K. Lake, and R. C. Roeder, Phys. Rev. D 10, 3155 (1974). 
'J. V. Narlikar and S. V. Dhurandhar, Pramana 6,388 (1976). 

1316 J. Math. Phys., Vol. 24, No.5, May 1983 

60. M. P. Bilanuik, V. K. Deshpande, and E. C. G. Sudarshan, Am. J. Phys. 
30,718 (1962). 

7c. Sivaram and K. P. Sinha, Phys. Rep. 51 (3),111-187 (1979). 
HM. S. Turner and D. N. Schramm, Phys. Today 3 (9), 42-48 (1979). 
oS. K. Srivastava, Ph.D. thesis, Gorakhpur University, Gorakhpur (1978). 

Sushil K. Srivastava 1316 



                                                                                                                                    

Production of tachyons from Schwarzschild black holes 
Sushi I K. Srivastava 
Government College. Port Blair 744104. India 

(Received 10 November 1981; accepted for publication 14 May 1982) 

Inside the Schwarzschild surface the line element becomes spacelike. Hence, in the present paper, 
the Schwarzschild black hole is considered as a spherical world of tachyons. It is assumed that 
tachyons are present in this world in a superdense state. In this framework a spacelike line element 
for this world is derived. Moreover, the scalar wavefunction of a tachyon is obtained which 
satisfies the Klein-Gordon equation. Expressions for transmission and reflection coefficients of a 
scalar tachyon wave from a Schwarzschild surface are obtained. It is found that transmission and 
reflection coefficients are equal. Expressions for energy and momentum of a tachyon, emitted 
from a Schwarz schild black hole, are also obtained. 

PACS numbers: 14.80.Pb, 04.20. - q, 03.65. - w 

1. INTRODUCTION 

In spite of the failure of experiments to detect and pro
duce tachyons in the laboratory, there has been continuing 
interest in research on tachyons. Regarding production of 
these particles many hypothesis have been developed. In 
1976, Narlikar and Sudarshan 1 suggested that tachyons 
might have been produced at or after the epoch of the big 
bang alongwith elementary particles of bradyonic matter 
provided that the universe was created in a big bang. In 1979, 
Cole2 considered emission of tachyons from hadrons (pro
tons) using recently developed six-dimensional relativity. In 
1980, Recami and Maccarrone3 have considered emission of 
tachyons from gravitational black holes as well as hadrons 
and have investigated effects of emission of tachyons on 
them. By the end of the sixties some papers, authored by 
some particle physicists such as Arons and Sudarshan,4 
Feinberg,S and Dhar and Sudarshan,6 appeared which have 
relevance to production and detection of these superluminal 
particles. 

In this paper, we consider production of tachyons from 
Schwarzschild black holes. The Schwarzschild line element 
is given as 

ds2 = (1 - 2GM /c2r)c1 dt 2 - (1 - 2GM fc 2r) -1 d? 

-?(d8 2 +sin8dcp2), (1.1) 

where G is the Newtonian gravitational constant, M is the 
mass of the black hole, and c is the speed of light. 

r = rs = 2GM fc 2 gives the radius of the black hole 
which is usually called the Schwarzschild radius. In case 
r> rs the world lines of a particle are timelike, i.e., ds2 > O. 
But if 8 = 80 (constant), ¢ = ¢o (constant), and r < rs , we find 
that the world lines of a test particle become spacelike, i.e., 
ds2 < O. From this observation, we are in a position to note 
that the speed of particles, inside the surface r = rs is greater 
than c. Hence, we find that r = rs which gives the equation 
of a spherical world of tachyons in polar coordinates. 

In Sec. 2, we derive a line element for this spherical 
world of tachyons using Einstein's field equations. We as
sume that tachyons are present inside the surface r = rs in a 
superdense state. Hence we use the equation of state p = p 
for r < rs wherep is the pressure andp is the energy density of 
the tachyonic perfect fluid. 

In Sec. 3 the Klein-Gordon equation for a free spinless 
tachyon has been given, which reduces to an ordinary differ
ential equation on substituting 

¢(r,t) = <P (r) exp( - ikltx - ik2ty - ik3tz ), 

where ¢(r,t ) is the state function of a spinless tachyon, and 
<P (r) = (1/r)l(r). 

In Sec. 4, we have solved the ordinary differential equa
tion by the method of Wentzel-Kramers-Brillouin (hereaf
ter called WKB) approximation. 

In Sec. 5, we test the validity of WKB solutions ob
tained in Sec. 4. 

In Sec. 6, we have calculated the transmission and re
flection coefficients from the barrier r = rs. It is found that a 
tachyon wave is half transmitted and half reflected from the 
Schwarzschild surface. 

In Sec. 7, we have got expressions for energy and mo
mentum of tachyon emitted from Schwarzschild black 
holes. 

In the last section, we remark that at (J = (J 1 and t = t 1 

the energy of the emitted tachyon may vanish. 
Throughout the entire paper, we choose fz = 1 where fz 

is the Planck's constant divided by 21T. 

2. SPACELIKE LINE ELEMENT INSIDE THE 
SCHWARZSCHILD SURFACE 

In 1976, Mignani and RecamC proposed that in the 
case of tachyons, time is a vector quantity and all the three 
components of the time vector (along thex,y, andz axes) will 
be measurable, whereas the position vector components 
loose their individual physical meaning. In other words, we 
can say that for a tachyon only the quantity 
1 rl2 = x 2 + y2 + Z2 should be observable. Hence, we assume 
the following line element: 

(2.1) 

for the spherical world of tachyons given by the surface 
r = rs. HereJi and v are functions ofr and t: tx, ty' and tz are 
three components of time t. 

Further we assume that 7 = ct, i.e., 71 = ctx , 72 = cty, 
and 73 = ctz • Hence the line element (2.1) is written as 

(2.2) 
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where f-l ",(r,7) and v = v(r,7). 

Now we choose a timelike observer's coordinate system 
such that the four velocities are given by 

ul'=( 1 ,0,0,0). (2.3) 

We also assume isotropic development oftime in every 
direction; hence we have 

71 = 7z = 73 = 7/V3. (2.4) 

The Einstein field equations are given as 

Rij - ~Rgij + Agij = - (81TG /c2 )Tij' (2.5) 

where T; = (p + p)uiuj + po;, Rij is the Ricci rotation ten
sor;gij is the metric tensor given by the line element (2.2); and 
A is the cosmological constant. 

In the above framework, the Einstein field Eqs. (2.5) are 
computed as 

le - Vv + 3evii - ~e-I'v'z - e-I'v" + le- v,uz + 3e- vii 

+ !e - 1'f-l'V' + ~e - v,uv = - (81TG /cz)P, (2.6a) 

~e - Vii - £e - VyZ -le - I'v'Z = - (81TG /eZ)( p + 2p), (2.6b) 

lv - l,u Z - ~ii - ~ ii + ~ ,uy = 0, 

y' - YV' - ,uv' = 0, 

(2.6c) 

(2.6d) 

where dot denotes partial differentiation with respect to 7 
and prime denotes partial differentiation with respect to r. 

On integrating Eq. (2.6d) partially with respect to 7 we 
have 

v' = (2R '/R )ell' + vi, 

where R is function of r only. 
Equation (2.6c) yields 

f-l + v = 0. 

Connecting Eqs. (2.7) and (2.8) we have 

v' = 2R '/R. 

(2.7) 

(2.8) 

(2.9) 

On integrating the partial differential equation (2.9) we get 

v = X(7) + log R z. (2.10) 

Using the equation of state p = p we have from Eqs. (2.6a) 
and (2.6b), 

~e - VyZ - !e - I'v'Z - e - I'v" + ~e - vf-l'z + 3e - Vii 

+ !e - 1'f-l'V' + ~e - v,uy = 0. (2.11) 

Connecting Eqs. (2.8) and (2.11) we have 

e - vv'z - ie - VyZ + eVv" + 3e - Vii = 0. (2.12) 

Substitution of v from Eq. (2.10) into Eq. (2.12) yields two 
ordinary differential equations 

dZX _ ~(dX)2 = a (2.13) 
drz 2 dr 

and 

(2.14) 

Integration of ordinary differential equation (2.13) yields the 
solution 

x(r) = B - log(7 + A f 
Here A and B are integration constants, hence, on physical 
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grounds there is no harm in putting A = 1 and B = O. Thus 
we have 

(2.15) 

Integration of the ordinary differential equation (2.14) yields 
the solution 

R Z = 2Cr+D. 

Here also C and D are integration constants. Hence for our 
convenience we set C = 1 and D = O. Thus we have 

R 2 = 2r. (2.16) 

Substituting X and R Z from Eqs. (2.15) and (2.16) into Eq. 
(2.10) we get 

v = log 2r -log(7 + If 
From Eqs. (2.8) and (2.17) we have 

f-l = log(7 + If -log 2r. 

(2.17) 

(2.18) 

Substituting v and f-l from Eqs. (2.17) and (2.18) into the line 
element (2.2) we have 

ds2 = (7 + If dr _ 2r (d?: + dr.. + d--?). (2.19) 
2r (7 + I)Z 1 Z 3 

Again putting r = ct we have the line element (2.19) in the 
form 

(1 + ct )2 dr _ 2rc
2 

(dt 2 
2r (1 + ct f x 

+ dt; + dt;). (2.20) 

This is the required line element, where t 2 = t; + t; + t;. 

3. THE KLEIN-GORDON EQUATION INSIDE THE 
SCHWARZSCHILD SURFACE 

Here we consider the spin less tachyon. The spacelike 
scalar wavefunction t/!(r,t x ,ty ,Iz ) satisfies the Klein-Gordon 
equation 

(02 + m 2)t/! = 0, (3.1) 

where m is the metamass of the tachyon. 0 2 is defined as 

0 2 = (_g)-1/2~ [( _g)I/2gij~], (3.2) 
ax' ax' 

where gij is given by the metric (2.20) and x' (r,tx,ty,tz ). 

From the line element (2.20) we have 

g = _ 4rc6/(1 + ct)4 

and 

gll=2r/(I+ct)2, g22 =gJ3 =g44 = -(1+ct)2/2rc2. 

Now the Klein-Gordon equation (3.1) is written as 

aZt/! + ~ at/! _ (1 + ct )4 [L + ~ + ~] t/! 
ar r ar 4c2r at; at; at; 

mZ(l + ct)2 
+ t/! = O. 

2r 
(3.3) 

We consider the plane wave solution of Eq. (3.3) as 

(3.4) 

where k l,kz,k3 are constants and k 2 = k ~ + k i + k ~. Sub
stitution of t/!(r,t ) from Eq. (3.4) into the partial differential 
equation (3.3) yields the ordinary differential equation 
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(3.5) 

Substitutingf(r) = r<P (r) into Eq. (3.5) we get 

d 2f [(I+ct)4k2 m2(1+ct)2]f=0 
dr + 4c2r + 2r 

(3.6) 

for some value of t. 

4. WKB SOLUTIONS 

We approximate the coefficient off(r) in the ordinary 
differential equation (3.6) near r = rs as 

(1 +ct)4e m 2(1 +ct)2 
-'----'-----'---+--'----'-

4c2r 2r 
= [ (1 + ct )4k 2 + m 2(1 + ct )2] 

4c2?s 2rs 

[
(1+ct)4k 2 m2(1+ct)2]( ) - + r- rs. 

2c2r~ 2?s 
(4.1) 

Hence, the ordinary differential equation (3.6) is written as 

d 2f - + r/f = 0 for 71 2 > 0, (4.2) dr 
where 

(4.3) 

_/ 1 [_1 i. ~] / 1 
- 23/2(1 + ct)m r~/2 + 2 r~12 ~. 

Similarly for solution (4.6) we have 

The WKB solution of the Eq. (4.2) is 

fir) = 471- 1/2 exp( ± J 71 dr)' (4.4) 

If we shift the initial point from r = 0 to r = rs the ordinary 
differential equation (3.6) is written as 

d:t [(1+ct)4k2 m2(1+ctf] = 
? + 7 7 + f O. 

do- 4c(a + r5 )- 2(a + rs) 

The WKB solution of this differential is 

f = B7J' - III exp( ± if 71' da} 

where 

(4.5) 

(4.6) 

(4.7) 

Hence, we consider a black hole of one solar mass. Hence, 
substitution of 

G = 6.67X lO- x, M = Mo = 9.2x 1033
, c = 3X 1010 

(all values in cgs units) yields 

rs = 1.36X 10° cm. (4.8) 

5. TEST OF VALIDITY OF WKB SOLUTIONS 

For the validity of WKB solutions obtained above, we 
test where Id7Jldrl27J2 I ~ 1. For the solution (4.4) we get 

I 
d7J'lda I = I (1 +ct)4k2/2c2(a+rsf+m2(1 +ct)2/2(a+rsf I 

271'2 [( 1 + ct )4k 2/4c2(a + rd + m2(1 + ct)2 12(a + rs)] 3/2 • 

This shows that as a is large I (d7J'1 du)/27J,Zj ~ 1. 

6. TRANSMISSION AND REFLECTION COEFFICIENTS 
FROM THE BARRIER 

The incident wave on the barrier r = rs is 

<P (r) = ~ 71- 1/2 exp( + J 71 dr)' (6.1) 

The transmitted as well as the reflected waves from the bar
rier r = rs are 
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(6.2) 

and 

<P (r) = B 71'-112 exp( - if7J' du), 
(u+ rs) 

(6.3) 

respectively. 
The wave equations (6.1), (6.2), and (6.3) are written as 

<P(r) = (Alr)7J- 1/2SI' 51=exp( +J7Jdr). (6.4) 
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<P(r) = B 1/,-11252, 
(0" + rs) 

<P(r) = B 1/'-1/253, 
(0" + rs) 

respectively. 

52 = exp( + J 1/' dO"). 

53 = exp( - if 1/' dO"). 

The probability current density is defined as 

j = _i [5!.-5 * - 5 * a5 ], 
2m ar ar 

(6.5) 

(6.6) 

where 5 * is the complex conjugate of 5. The transmission 
coefficient 

D = Probability current density transmitted wave 
Probability current density incident wave 

=I~I 
1 

rs [ (I+ct)2k
2
+2m

2
c
2
(0"+rs) ]1121 

~ (O"+rs) (1 +ct)2+2m2rs -2m2c2(r-rs) . 
(6.7) 

Puttingr = rs + a (where a is very small) in Eq. (6.7) we have 

D = 1 rs [( 1 + ct fk 2 + 2m
2
c
2

(0" + rs )] 112 

(O"+rs) (I+ct)2+2m2rs 

Similarly we have the reflection coefficient 

Probability current density reflected wave 

Probability current density incident wave 
R 

= I~l 

(6.8) 

Thus we have R = D. Also R = 1 - D. This shows that the 
incident tachyon wave on the barrier r = rs is half reflected 
and half transmitted through the Schwarzschild surface. In 
other words, the Schwarzschild surface is partially transpar
ent for tachyons. 

7. MOMENTUM AND ENERGY OF THE TACHYON 
BEYOND THE SCHWARZSCHILD SURFACE 

From the above investigations we find that the wave 
associated with the tachyon is half reflected and half trans-
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mitted through the Schwarzschild surface. It means that the 
tachyon is produced from black holes. Therefore, the trans
mitted wave may be considered the wave associated with the 
spinless tachyons produced from the black hole. The mo
mentum of this tachyon is calculated as 

= I (1 +ct) [(1 +ctfk
2 + 2m

2
c
2 

]
112 1. (7.1) 

2c (0" + rs)2 (0" + rs) 

This shows that the momentum of the produced tachyon 
decreases as 0" increases. 

From the equation 

C2p'2 _ E 2 = m 2c4 (7.2) 
for tachyons, we calculate the energy of tachyon 

E - € + - me, (7.3) _ [(I+ct)2{(I+ct)2r 2m2c
2

} 24]1/2 
4 (0"+rs)2 (O"+rs) 

where € ± 1 (€ = + 1 corresponds to tachyons, whereas 
€ = - 1 corresponds to antitachyons). 

8. CONCLUDING REMARKS 

From the above investigations, we find that tachyons 
would be produced from a Schwarzschild black hole. From 
Eq. (7.3) we also note that at the distance 0" = 0"1' from the 
Schwarzschild surface and at time 

t1 = - ~ [(0"1 + rs)mc! (m 2 + 4k 2)1/2 _ m l] 1/2 

C k 2 

the energy of the produced tachyon will vanish. 
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Stability analysis of the neutron transport equation with temperature 
feedback 

c. v. Pao 
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This paper discusses the stability and instability of neutron transport in a reactor system where 
positive temperature feedback is taken into consideration. The feedback effect is considered only 
through the multiplication factor in the neutron transport equation. This consideration leads to a 
coupled system of nonlinear partial integrodifferential equations of neutron transport and heat 
conduction. The investigation of this coupled nonlinear initial boundary-value problem is based 
on the existence-comparison theorem established in an earlier paper in which an iterative scheme 
for the determination of the solution is given. It is shown in this paper that by constructing a 
suitable pair of the comparison functions, called upper and lower solutions, as two distinct initial 
iterations, the corresponding sequences converge monotonically from above and below, 
respectively, to a unique solution of the system. Under certain conditions on the multiplication 
factor, the property of upper and lower solutions determines the asymptotic behavior of the 
solution and leads to stability or instability of the system. A stability region for the zero steady 
state and an instability region of the system are also given. 

PACS numbers: 28.20.He, 28.40. - f, 02.30.Jr 

1. INTRODUCTION 

The stability problem of neutron transport with tem
perature feedback is one of the important concerns in reactor 
dynamics. When the spatial effect for the temperature distri
bution is taken into consideration the time-dependent neu
tron transport equation is suplemented by a temperature 
equation which is a partial differential equation of parabolic 
type. This consideration leads to a coupled system of nonlin
ear partial integrodifferential equations. Suppose that the 
transport medium is in slab geometry with length / and that 
the temperature feedback is only through the multiplication 
factor y. Then the equations governing the neutron density 
N N(t, x,p) and temperature differential 
u(t, x) T(t, x) - Te are given by (cf. Refs. 1 and 2). 

v ~ W, + pNx + oN = (y(u)/2) J~ IN(t, x,p') dp', 

u, - Duxx + /3u = (h (u)/2l) II l' N(t, x',p') dx' dp' 
~ I 0 

x(t>O,O<x<i, -1<p<I), (1.1) 

where v, (T,D, /3 are physical constants, Te is the coolant 
temperature, and h (u) is the energy generation coefficient. 
Assume that there is no neutron entering the slab from the 
slab faces where the temperature is kept at the coolant tem
perature Te. Then the boundary condition for (N,u) is given 
by 

N(t,O,p)=O forO<p<l, 

N(t,l,p) = 0 for - l<p <0, 

u(t,O) = u(t,/) = 0, 

where t>O. 

The initial condition is in the usual form 

N(O,x,p) = N( x,p), u(O,x) = uo( x) 

(1.2) 

(1.3) 

where uo( x)=To( x) - Te and To( x) is the initial 
temperature. 

The problem (1.1)-( 1. 3) forms a coupled system of non
linear initial boundary-value problem of transport-parabolic 
type. This sytem has been investigated in a recent paper by 
Pa03 where an existence-comparison theorem is established 
using a monotone iterative scheme and the notion of upper 
and lower solutions. This existence-comparison theorem is 
then used to study the global asymptotic stability of the 
steady state (0, Te) when y,h are both uniformly bounded on 
[0, (0). Special attention has been given to the model where 
y,h are governed by the equations (cf. Refs. 3 and 4). 

dy = al(u + Te) ~ m, y(0) = Yo;;;'O (al;;;'O), 
du 

~ = a2(u + Te) ~ n, h (0) = ho;;;'O (a2 ;;;'0). 
du 

It has been shown in Ref. 3 that when m > I, n > 1, the steady 
state (O,Te ) is globally asymptotically stable. Here the defini
tion of stability is in the usual sense of Lyapunov, and the 
global asymptotic stability is with respect to nonnegative 
initial perturbations. However, if y(u), h (u) are not uniformly 
bounded there can be no global stability. In fact, ifthe heat
conduction term Du xx is neglected then under certain condi
tions on the physical parameters the solution grows un
bounded and its rate of growth is in the order no less than 
exp(exp TJt ) for some TJ > 0 (cf. Ref. 5). An interesting ques
tion is then under what conditions on the physical para
meters and for what class of initial functions the time-depen
dent solution does converge to a steady state if the effect of 
the heat conduction term Duxx is taken into consideration. 
This question involves not only the stability condition but 
also the stability region of the system. The purpose of this 
paper is to investigate this question in the framework of the 
system (1.1)-(1.3) for some general functions y(u), h (u). For 
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this purpose, we make use of the existence-comparison 
theorem established in Ref. 3 and then construct suitable 
comparison functions so that the stability or instability prop
erty of the system can be determined. 

The neutron transport equation with temperature feed
back has been investigated by many researchers in the field. 
For some related work to this problem we refer the reader to 
the references in the earlier papers in Refs. 3 and 5. 

2. MONOTONE SEQUENCES AND EXISTENCE
COMPARISON THEOREM 

Letfll = (O,td X (O,l), fl2 = (O,l) X [ - 1,1). 
Q = (O,t I] X (0,1 ) X [ - 1,1] and let ii I,Q be the closure of 
n I,Q, where t I> ° is finite but can be arbitrarily large. In 
order to obtain an existence-comparison theorem for the sys
tem (1.1)-(1.3) we need the following hypothesis on y, h. 

(Ho) The functions y, h are positive continuous on [0, 00 ) 

and for each r> ° there exist positive constants K I ,K 2' 

which may depend on r, such that 

0<y(u 2 ) - y(u l )<KI(U 2 - u l ), 

(2.1) 
Ih (u2) - h (ul)1 <K2(U2 - u l), 

where O<u l <u2<r. The above hypothesis on y implies that 
r(u) is a nondecreasing function of u;;;.O which corresponds 
to positive temperature feedback. The requirement on h is 
the usual Lipschitz condition on the finite interval [O,r). Un
der these conditions it is possible to construct two monotone 
sequences which converge from above and below, respec
tively, to a unique solution of (1.1 )-( 1.3). The monotone 
property of the sequence is based on the notion of upper and 
lower solutions as defined in the following: 

Definition 2.1: A pair of smooth functions (N,u) is called 
an upper solution of (1.1 )-( 1.3) if it satisfies the inequalities 

v - IN, + J.lNx + a-N;;;.(y(u)/2) r I N (t, x,J.l') dJ.l' 

[It, X,J.l)EQ], 

u, - Duxx + !3u;;;'(h (u)/2/) fl r' N (t, X',J.l') dx' dJ.l' 
-I Jo 

[It, x)Efl I ], 

N(t,O,J.l);;;'O for ° <J.l<I, 

N(t,/,J.l);;;'O for - 1<J.l <0, 

u(t,O);;;'O, u(t,l );;;.0 [tE(O,t I]]' 

N (0, X,J.l);;;.O, u(o, x);;;.o [( X,J.l)Efl2). 

(2.2) 

A similar definition holds for a lower solution (~,~) when it 
satisfies all the reversed inequalities in (2.2). 

Here by a smooth function (N,u) we mean that (N,u) is 
continuously differentiable up to the order appearing in 
(2.2). The same is true for the lower solution (~,~). 

Let (N,u), (N,~) be given upper and lower solutions su~h 
that (N,u);;;.(N,~f;;;.(O,O) (i.e., N;;;'N;;;'O,u;;;.~;;;.O pointwise in Q) 
and let M be-a constant such that 

M;;;'(K2/2l) f~ I L N(t, X',J.l') dx' dJ.l' (tE[O,t l ]). (2.3) 
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Then by adding the same term Mu on both sides of the sec
ond equation in (1.1) and using any continuous function 
(N°,uO) as the initial iteration we can construct a sequence 
(Nlkl,U1kIJ successively from the uncoupled linear systems 

V-W~kl + J.lNt;1 + oNlkl 

= (Y(U 1k - 11)12) f~ I N(k - II(t, X,J.l') du', 

N1kl(t,0,J.l)=0 forO<J.l<I, 

Nlkl(t,/,J.l) = ° for - 1<J.l <0, 

Nlkl(O, x,J.l) = No( x,J.l), 

U~kl - Dut;) + (fJ + M)U(k l = MU(k- lI , 

+ (h (U 1k - 11)121) fl r' Nlk-ll(t, X',J.l') dx' dJ.l', 
-I Jo 

U1k l(t,O) = u1k I(t,/ ) = 0, 

U1k I(O,x) = uo( x) 

(2.4) 

(2.5) 

for k = 1,2,··· . Since for each k the above two systems are 
linear, uncoupled (but interrelated), the sequence (Nlk I,U1k I J 
is well defined. Clearly the property of the sequence depends 
on the choice of the initial iteration. In order to construct 
monotone convergent sequences we choose the initial itera
tions (NI°l,uIOI) = (N,u) and (N10I,U10)) = (~,~) independently, 
and obtain two sequences from (2.4) and (2.5). Denote these 
two sequences by (Nlkl,U1kll and (~Ikl,l!(kll which are re
ferred to as maximal and minimal sequence, respectively. It 
has been shown in Ref. 3 that these two sequences are mono
tone and converge from above and below, respectively, to a 
unique solution of (1.1 H 1. 3). Specifically, we have the fol
lowing existence-comparison theorem from Ref. 3. 

Theorem 2.1: Let (N,u), (N,~) be upper and lower solu
tions such that (N,u);;;'(N,~);;;.(O,O) and let the hypothesis (Ho) 
hold. Then the maximal sequence (N(kl,U(kIJ converges 
monotonically from above to a unique solution (N,u) of (1.1)
(1.3) whilst the minimal sequence (~(kl,l!(kll converges 
monotonically from below to the same solution. Moreover 
(O,O)«~,~)«~(II,l!III)< .•. «N,u)< ... «NII),UII)) 

«N,u) (2.6) 

In view of Theorem 2.1 the stability and instability 
problem of the system (1.1 H 1.3) can be investigated through 
suitable construction of upper and lower solutions or by us
ing any pair of the iterations. In the following discussion we 
construct upper and lower solutions so that the stability or 
instability of the system can be determined. We first investi
gate the global stability problem when y(u)<r < 00 buth (u) is 
not necessarily uniformly bounded. Motivated by the func
tions given by (1.4) we assume thatdhldu=h '(u)<c < 00 for 
u;;;.O. Under this condition we seek an upper solution from 
the linear equations 

v-Iff, + flJI/x + off = (f/2) f~ Iff(t, X,J.l') dJ.l', 

(2.7) 
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U, -DUxx +/3U 

= [(C/2/) J~ I L AI(t, X',Jl') dX'dJl']U + g(t), (2.8) 

where 

g(t) = (h (0)/21) r If AI(t, x',Jl') dx' dJl'. 

The boundary and initial conditions for AI and U are the 
same as in (1.2) and (1.3). Since (2.7) is the standard linear 
transport equation, a unique nonnegative solution AI exists 
and can be constructed by successive iteration the same way 
as in (2.4) except with Y(U(k - II) replaced by y (see also Ref. 6). 
Knowing the function AI;;;. 0, the solution U of(2.8) is none
gative and can be obtained by standard methods (such as 
eigenfunction expansion or the method of Green's function, 
e.g., see Ref. 7). 

To obtain a nonnegative lower solution we consider the 
equations 

v-IN, +Nx +uN=O, (2.9) 

u, - Duxx + (f3 + M)u = 0 (2.10) 

under the same boundary and initial conditions as for AI, U, 
where M is the constant in the iteration process (2.5). By the 
positivity ~mmas for transport and parabolic operators the 
functions N,u are nonnegative and satisfy the relation 
(N,u)«AI,U) (cf. Refs. 3 and 6). Furthermore, if we define 

No(x,Jl)=O forxEl'[O,/], JlE[ -1,1], (2.11) 

the solution N of (2.9) is given by 

N(t, x,Jl) = exp( - vut )No( x - VJlt,Jl). (2.12) 

With this construction of the four functions AI, U,N,u we 
have the following conclusion. 

Theorem 2.2: Let y, h satisfy (Ho) and let r(u)<y < 00, 

h '(u)<c< 00 for u;;;.O. Then the sequence IN(kl,u(kll ob
tained from (2.4) and (2.5) with (N (O),u(O)) = (AI, U) converges 
monotonically from above to a unique solution (N,u) and the 
sequence IN(kl,l/kll with (N(OI,/!(O)) = (N,u) converges mono
tonically from below to the same solution. In particular, 

N(t, x,Jl)<N(t, X,Jl)<~;j/(t, x,Jl), 
(2.13) 

u(t, x)<u(t, x)< U (t, x). 

Proof Let ( N,u) = (AI, U). Then by (Ho), (2.7), (2.8), and 
the relation h (u)<cu + h (0) we have 

v-IN, + JlNx + uN 

= (y/2) J~ I N dJl';;;'y(u) J~ I N dJl', 

U, - Duxx + /3u 

= [(C/2/) r If N dx' dJl']U + g(t) 

= ((cu + h (0))/2/) II r' N dx' dJl' 
- I Jo 

;;;.(h (U)/2I)J~ I L N dx' dJl'. 

Since AI, U satisfy the corresponding boundary and initial 
conditions in (1.2) and (1.3) the pair (AI,U) is a nonnegative 
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upper solution. Itjs easily seen by the same reasoning that 
thc~."'pair (lY,!I) = (N,u) is a lower solution and (AI,U) 
;;;.(N,u);;;,(O,O). It follows from Theorem 2.1 that the maximal 
sequence 1 N (k) ,U(k) I amd the minimum sequence 1 Ii (k I,/!(k II 

converge monotonically from above and below, respectively, 
to a unique solution (N,u) which satisfies the relation (2.13). 
This proves the theorem. 

It has been shown in Ref. 6 that if 

(2.14) 

where E2(z) is the exponential integral of order 2 then the 
solution AI of the linear equation (2.7) converges to zero 
exponentially as t_ 00. Knowing the exponential decay of 
AI the standard argument for linear parabolic systems 
shows that the solution U of(2.8) also converges exponential
ly to zero as t-oo (e.g., see Ref. 3). Since Nand u both 
converge to zero in exponential order as t_ 00 we have the 
following conclusion regarding the global stability of the 
system. 

Theorem 2.3: Let y, h satisfy (Ho) and let r(u)<y < 00, 

h '(u)<c < 00 for u;;;'O. If, in addition, (2.14) holds then for any 
No;;;'O,uo;;;'O the corresponding solution (N,u) converges ex
ponentially to (0,0) as t_ 00 • 

When the functions y,h are governed by (1.4) with 
m> 1, n;;;.O the requirements in Theorem 2.3 are all fulfilled 
with 

r= suplYo + al(m _1)-1 [T~ -m - (u + Te)l-m] I 
u>o 

= Yo + a l [(m -1)T;,-I] -I, (2.15) 

c = supl a2(u + Te) - nl = a2T e- n. 
u>o 

An immediate consequence of Theorem 2.3 is the fol
lowing: 

Corollary: Let y,h be governed by (1.4) with m > 1, n;;;.O 
and let 

yo+ad(m -1)T;'-I]-I<u[I-E2(u/12)]-I. 
(2.16) 

Then for any No;;;'O, uo;;;'O, the corresponding solution (N,u) 
of (1.1)-(1.3) converges exponentially to (0,0) as t-oo. 

It is to be noted that if a I = 0, that is, if y(u) = Yo which 
is independent of u, then the result of the above corollary 
coincides with a result in Ref. 6. Thus the term 
a I [(m - 1) T;' - I ] - I may be regarded as the effect of the 
temperature feedback on the stability of the system. 

3. REGIONAL STABILITY AND INSTABILITY 

The construction of the function AI in Theorems 2.2 
and 2.3 is based on the assumption that y(u) be uniformly 
bounded. When this condition is not satisfied the value of r is 
no longer finite and condition (2.14) cannot be fulfilled. 
However, the proof of Theorem 2.2 indicates that if U is 
bounded by some constant p then the function AI can be 
determined from (2.7) with r replaced by yip). In particular, 
if condition (2.14) holds with respect to yip) then under a 
suitable condition on h the decay property of the solution 
(N,u) remains true. In order to establish this conclusion we 
need to use the function 

C.V.Pao 1323 



                                                                                                                                    

t/J ( X,J.l )= { I - exp( - aX/ / ) when J.l > 0, 
1 - exp(o(l- x)/J.l) whenJ.l <0 (3.1) 

for the construction of an upper solution. The following 
theorem gives an existence-stability result when y, h are not 
necessarily uniformly bounded. 

Theorem 3.1: Let y,h satisfy (Ho) and let there exist posi
tive constants B,p,v with v> 1 such that 

h (u)<Buv when O<u<p, (3.2) 

yto)<a[I-E2(a/12)]-I. (3.3) 

Then for any 

(3.4) 

there exists a constant a > ° such that a unique global solu
tion (N,u) to (1.1 )-( 1.3) exists and satisfies the relation 

N (f, x,J.l)<N (f, x,J.l) <p*e - att/J ( x,J.l), 

U(f, x)<U(f, x)<pe - at sin(1Txl/), 
(3.5) 

for f> 0,( x,J.l )efl2 whenever it holds at f = 0. 
Proof Let N = p*e - att/J (x,Ji),u = pe - at sin(1Txl/). 

Since Nand u satisfy the respective boundary and initial 
conditions in (1.2) and (1.3) the pair (N,u) is an upper solution 
if it satisfies the differential inequality in (2.2). Thus it suffi
ces to show that 

p*e - at [J.lt/Jx + (a - av-I)t/J ] 

>(r(U)/2)J~ I p*e - att/J (x,J.l') dJ.l', 

pe - at [(,8 - a) sin(1Txll) - D (sin(1Txl/ ))xx ] 

>(h (u)l2/) II (p*e - att/J dx' dJ.l'. 
-I Jo 

Since by (Ho),(3.2), and u<p, 

y(u)<r{o), h (u)<Btoe - at sin(1Txl/ W, 

The inequalities in (3.6) are fulfilled if 

J.lt/Jx + (a - av-I)t/J>(r( p)l2) J~ It/J (x,Ji')dJ.l', 

(,8 - a) + D~I/2 

>(Bp*/2/)to sin(1Txl/ )t- IJ~ I Lt/J dx' dJ.l'. 

It is easily seen from the definition of t/J that 

J.lt/Jx + at/J = a, II (t/J (x' ,J.l') dx' dJ.l' <2/, 
-I Jo 

J~ It/J (X,Ji') dJ.l' 

= ll[2-e- uX1P/ _e-ojl-x1/p '] dJ.l' 

<2( 1 - E2(a/ /2)). 

Hence the relation (3.7) holds if 

1324 

a - av-It/J>r{o)(1 - E2(a/ /2)), 

(,8 - a) + D~I/2>Bp*pv-l. 
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(3.6) 

(3.7) 

(3.8) 

In view of(3.3) and (3.4) both inequalities are satisfied by a 
suitable constant a > 0. This proves that (N,u) is a nonnega
tive upper solution. Since (N!l) = (0,0) is clearly a lower solu
tion the existence of a solution (N,u) to (1.1 H 1.3) and the 
relation (N,u»(N,u»(O,O) follow immediately from 
Theorem 2.1. To improve the lower bound ofthe solution we 
use the initial iteration (NIOI,l!IOI) = (0,0) and construct the 
first iteration (lY01,l!0I) from !t.4) and (2.5). Since (lY01,l!0I) 
coincides with the function (N,u) given by (2.9) and (2.10) 
[under the same boundary-initial conditions (1.2) and (1.3)] 
we conclude that (N,u) satisfies the relation (3.5). This proves 
the theorem. 

The conclusion in Theorem 3.1 implies that under the 
conditions (3.2) and (3.3) the zero steady-state solution is 
asymptotically stable. We next give a sufficient condition on 
y,h so that the system is unstable. In fact, by following the 
approach of Ref. 5 we construct a suitable lower solution 
which ensures that either a unique global solution exists and 
grows unbounded at f-.oo or the solution exists locally and 
blows up in finite time. In stating this result in the following 
theorem it is convenient to set 

Theorem 3.2: Let y,h satisfy (Ho) and let 

h (u»buP (u>O) (3.9) 

for some constants b > 0,0<J.l< 1. If 

y(0»2a[I-E2(al)]-I, (3.10) 

then for any No>prt/J , UO>PI sin(1Txl/) with 

pr>(,B+D~I/2)p:-P(b¢)-1 (3.11) 

either a unique global solution (N,u) exists and satisfies 

for some E> ° or else the solution blows up in finite time. 
Proof Let M * be a sufficiently large constant and define 

modified functions y*, h * by 

y*(u) = y(u), h *(u) = h (u) when u<M*, 

(3.13) 
y*(u) = y(M *), h *(u) = h (M *) when u > M *. 

Then y*, h * are uniformly bounded on [0, 00 ) and satisfy the 
hypothesis (Ho). Upon replacing y,h in (1.1) by y*,h * the 
corresponding "modified problem" (1.1 )-( 1.3) has a unique 
global solution (N * ,u*) which satisfies the relation (N!l) 
«N,u)«N,u) provided that (N,u) and (N!l) are uppei and 
lower solutions of the modified problem with (-'Y!l)«N,u). 
We first seek a lower solution in the form 

(3.14) 

Since the boundary and initial requirements for a lower solu
tion are fulfilled it suffices to varify the reversed inequality in 
(2.2) which, in the present situation, is equivalent to 
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pfeE1 [Il¢x + (0" + V-IE)¢ ] 

.;;;(y*(~)l2)J~ I pfe
E1
¢ dll', 

PleE1/fJ + E + W//2) sin(1Tx/l) 

.;;;(h *(~)l2l) II r~reEI¢ dx' dil'. 
-I Jo 

By the relation (3.8) and the hypothesis (3.9) these inequal
ities hold if 

0" + V- IE¢';;;(Y*(I:i)/2) f~ I¢ dil', 

{3 + E + D~//2';;;bpf~ (PI sin(1Tx//)r-l. 

Since y*(u);;;'y(O), 0';;;1l';;; 1, and (see Ref. 6) 

f~ I¢ (X,f..l/) dil';;;' I - Ez(O"/)' 

the relation (3.15) is satisfied if 

0" + v-IE¢.;;;(y(0)/2)(1 - Ez(O"/))' 

{3 + E + D~//2';;;bpf~pt-l. 

(3.15) 

In view of the conditions (3.10) and (3.11) these two inequal
ities are both satisfied by a suitable constant E> O. With this 
choice of E the function (1Y~) given by (3.14) is a lower solu
tion of the modified problem. 

To find an upper solution (N,u);;;.(lY~) we let 

(3.16) 

where CI 'C2 ' A. are positive constants with CI ;;;.No,C2 ;;;.uO' 

andA.;;;'E. It is clear that (N,u) satisfies the boundary and 
initial requirements in (2.2) as well as (N,u);;;.(lY~). Hence it 
suffices to show that 

CI~'(O" + V-IA. );;;'(Y*(U)/2)J~ ICI~I dil', 

Cz~'/fJ + A. »(h *(U)l2I)J~ I LCI~I dx' dll'· 

The above relation is equivalent to 

(0" + V-IA. );;;,y*(C2~/), 

C2 /fJ + A. l'>C1h *(Cze<'). 

Since y*,h * are uniformly bounded, both inequalities are 
satisifed by a sufficiently large A.. The above construction 
shows that the modified problem (1.1 H 1. 3) has a unique 
global solution (N*,u*) which satisfies the relation 
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pfeE1¢ (x,f..l).;;;N *(t, X,f..l),;;;CI~" 

PleE' sin(1Tx/l).;;;u*(t,x).;;;Cz~'· 

Since (N * ,u*) is also a solution of the original system for as 
long as N *.;;;M *, u*.;;;M * and since M * can be assigned an 
arbitrarily large value, we conclude by a contradiction argu
ment as in Ref. 5 that either a global solution (N,u) to the 
original system exists and satisfies the relation (3.12), or else 
there exists a finite t * such that (3.12) holds on 
[O,t *) X [0,1] X [-1, 1] and (N,u) blows upatt *. This completes 
the proof of the theorem. 

The result of Theorem 3.1 implies that under the condi
tions (3.2) and (3.3) the steady-state solution (0,0) is asymp
totically stable and a stability region is given by 

A I =! (No,uo); O.;;;No';;;p*¢ ( X,f..l), 

O,;;;uo';;;p sin(1Tx//) J, (3.17) 

wherep* andp are related by (3.4). On the other hand, the 
conclusion of Theorem 3.2 states that under the conditions 
(3.9) and (3.10) the system (l.IH1.3) is unstable and an insta
bility region is given by 

A 2=!(No,uo); No;;;'pf¢(x,f..l), UO;;;'PI sin(1Tx/I)J, (3.18) 

where pf and PI are related by (3.11). It is clear that the 
stability and instability regions depend on the properties of 
y, h as well as the diffusion effect which is measured by the 
thermal conductivity D and slab length /. This result demon
strates the fact that smaller slab length tends to stabilize and 
increases the domain of the stability region. This can be seen 
either from conditions (3.3) and (3.4) for stability or from 
(3.10) and (3.11) for instability. The relations (3.4) and (3.11) 
also demonstrate that larger thermal conductivity increases 
the stability region and decreases the instability region. The 
above observation is valid for at least the present positive 
temperature feedback system. 
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Rayleigh-Taylor instability of an incompressible, inviscid, and infinitely conducting heavy fluid 
supported against gravity by a horizontal and uniform magnetic field is studied. The magnetic 
field consists of a steady part and an unsteady part, of magnitude varying with time, rotating with 
a fixed period about a vertical axis. The growth rate of instability of any unstable disturbance is 
obtained analytically when the magnitude of the unsteady part of the field is small. When the 
unsteady part of the field is not small, the growth rate is calculated numerically. The analytical as 
well as the numerical results show that, except in some special cases, the steady and the unsteady 
field components together have a greater stabilizing influence on the fluid than in the case when 
the unsteady field is acting alone. A physical explanation of the stabilizing influence of the 
combined presence of the steady and unsteady field is suggested. 

PACS numbers: 47.20. + m, 47.65. + a 

I. INTRODUCTION 

Hydromagnetic Rayleigh-Taylor instability is ofim
portance in magnetic confinement in fusion problems. I Two 
models of Rayleigh-Taylor2

,3 instability of a heavy fluid in 
the presence of a magnetic field are of special interest. In the 
one, studied by Chandrasekhar,4 a heavier fluid is supported 
against gravity by a lighter fluid, both fluids being infinitely 
conducting and permeated by a uniform, steady, horizontal 
magnetic field. In another model, studied by Kruskal and 
Schwarzchild,5 an infinitely conducting fluid is supported 
against gravity by a uniform, steady, horizontal magnetic 
field in vacuum. The fluid is also permeated by a similar 
magnetic field of different strength, 

The steady magnetic field generally has a stabilizing 
influence on the flow of a conducting fluid. Drazin6 has 
pointed out that, since it is not difficult to produce and main
tain an oscillatory field, it is of interest to investigate if such 
an oscillating field has a greater stabilizing influence on the 
flow of a conducting fluid than a steady field. He has investi
gated the Kelvin-Helmholtz instability in a conducting fluid 
in the presence of an oscillating magnetic field. He has con
cluded that an oscillating magnetic field is less efficient in 
stabilizing a vortex sheet than a steady field, 

In view of the importance of magneto hydrodynamic 
Rayleigh-Taylor instability in various applications, it is of 
interest to examine this instability in the presence of an oscil
lating field, The effect of an oscillating magnetic field on the 
Rayleigh-Taylor instability model of Chandrasekhar4 has 
been recently studied in Ref. 7, Berkowitz et al. H made one of 
the earliest studies of Rayleigh-Taylor instability in a modi
fied Kruskal-Schwarzschild model of a heavy fluid support
ed against gravity by a uniform, oscillating magnetic field, of 
constant magnitude, rotating uniformly about a vertical 
axis, 

In the present paper we extend the discussion of 
Berkowitz et al. H by reconsidering their model with a more 
general oscillating magnetic field, The oscillating magnetic 
field in our problem consists of a uniform, steady part, and 
an unsteady part, of magnitude varying with time, rotating 
about a vertical axis with constant period. The rotating field 
can be resolved into two mutually perpendicular, oscillating 
components of the same frequency but of different ampli
tudes and having a phase difference of 1T/2. In the special 
case when the steady part of the magnetic field vanishes and 
the unsteady part is a field rotating with constant angular 
velocity and has a fixed magnitude, so that it can be resolved 
into two mutually perpendicular oscillating components of 
equal amplitudes but having a phase difference of 1T/2, the 
present problem reduces to the one considered in Ref. 8. In 
the present study we want to find the effect of the simulta
neous presence of a steady component of the magnetic field 
and of a more general unsteady field than that considered in 
Ref. 8, on the stability of the fluid supported by the field, 

We obtain the dispersion relation as a differential equa
tion for the vertical displacement of the fluid surface from its 
equilibrium horizontal position with time as the indepen
dent variable. This equation turns out to be a Hill's equation, 
and it reduces to a Mathieu's equation, obtained by 
Berkowitz et al,8 in the special case when our problem re
duces to the one considered by them. Using the theory of 
Mathieu's equation they showed that for large wave number 
of disturbances the growth rate of instability has an upper 
bound independent of the value of the wave number and in 
this sense the oscillating field can be said to control the insta
bility. In the present paper, when the amplitudes of the oscil
lating components of the unsteady part of the field are small, 
we obtain the growth rate of instability analytically by 
adapting a perturbation method developed by Whittaker,9 
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and discussed in Nayfeh,1O for finding the characteristic ex
ponent in the Mathieu equation. 

When the amplitudes of the oscillating components of 
the unsteady part of the field are not small, we obtain the 
growth rate of instability numerically. Here we first note 
that discussion of stability can be split up into two distinct 
cases, according to whether (J is different from 1T/2 or not, 
where (J is the angle the direction of propagation for distur
bances makes with the steady part of the magnetic field. 
When (J =/=1T/2, the stability discussion may be made to de
pend on the stability analysis for disturbances propagating 
along the steady component of the magnetic field (so that 
(J = 0). When (J = 1T /2, we find that the effect of the steady 
part of the magnetic field vanishes, and the present problem 
becomes, in effect, identical with that considered in 
Berkowitz et al. 8 We obtain numerical values of the growth 
rate of instability for different values of wave numbers of 
disturbances and of the other physical parameters, and com
pare the results when there is a steady component of the 
magnetic field with those obtained when there is no such 
component (as in Ref. 8). The analytical as well as the nu
merical results show that the steady and the unsteady com
ponents of the magnetic field together have a greater stabiliz
ing influence on the fluid than in the case when the unsteady 
component is acting alone. The present model of Rayleigh
Taylor instability, because of the presence of the additional 
steady component of the magnetic field, is thus more stable 
than the model considered in Berkowitz et al.8 A physical 
explanation for this enhancement of stability is suggested. 

We formulate the problem and obtain the dispersion 
relation in Sec. II. When the amplitudes of the oscillating 
components of the unsteady part of the magnetic field are 
small, the dispersion relation is discussed analytically in Sec. 
III. When these amplitudes are not small, the dispersion re
lation is discussed numerically in Sec. IV. Some concluding 
remarks are made in Sec. V. 

II. FORMULATION OF THE PROBLEM AND THE 
DISPERSION RELATION 

An infinitely conducting, inviscid, and incompressible 
fluid of density p is at rest and occupies the region z > O. It is 
supported against gravity by a horizontal magnetic field 

H =H [a + ECOSM, E' sinwt, 0] , (1) 

which occupies the region z < 0 in vacuum. The uniform 
magnetic field has thus a steady component along the x axis 
and an unsteady part having oscillating components 
HE cos wt and HE' sin wt along thex andy axes, respectively. 
These mutually perpendicular oscillating components have 
the same frequency but they differ in phase by 1T/2. The 
unsteady part of the field thus rotates with constant period 
about a vertical axis, but has a magnitude varying with time. 
The fluid is subjected to a gravitational acceleration 
g = (0,0, - g). The stability of the fluid is studied against 
small disturbances in which perturbation in any physical 
quantity is taken in the form 

(2) 

Since the fluid is taken as infinitely conducting and is 
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free from a magnetic field before disturbances, it remains so 
after disturbances also. The motion in the fluid is thus gov
erned by ordinary hydrodynamic equations. The velocity of 
the fluid after disturbances is given by 

y = "V~ , (3) 

where ~ is perturbation in velocity potential. The equation of 
continuity takes the form 

"V2~ = 0 . (4) 

In view of Eq. (2), the solution of (4), bounded as Z-+oo, is 

~=A(t)exp[ -kz+i(kxx+kyY)] , (5) 

where 

k 2 = k; + k~ , (6) 

andA (t ) is a function of time t to be suitably determined. The 
fluid motion satisfies Bernoulli's equation II 

a~ + !y2 + gz + pip = constant, (7) at 
where p is pressure in the fluid. The magnetic field in vacu
um, satisfying Maxwell's equations, can be expressed, in the 
absence of a displacement current, as 

ii = "Vip , (8) 

where Ip, like ~, satisfies Laplace's equation and is given as 

(9) 

Ipisboundedasz-+ - 00 andB(t)in(9)isafunctionoft tobe 
suitably determined. 

Since disturbances are taken small, we shall neglect 
products as well as squares and higher powers of small per
turbations in the further analysis. 

The surface separating the fluid and vacuum is given by 

z = 1](t )exp(ikxx + ikyY) . (10) 

The kinematic condition to be satisfied on the boundary is 
that the normal component of fluid velocity on the boundary 
should be equal to the velocity of the surface of separation in 
the normal direction. II 

Two other boundary conditions involving magnetic 
field, to be satisfied on the surface are l2 

(i) continuity of normal component of the magnetic 
field; 

(ii) equality of fluid pressure on the boundary to the 
magnetic pressure in vacuum there. 

The kinematic condition determines A (t ) in term of 
d1]/dt. Of the two boundary conditions involving the mag
netic field, the first condition determines B (t) in term of 1], 

while the second condition givesft, perturbation of fluid 
pressure on the boundary, in terms of 1]. In view of these 
results, the Bernoulli's equation (7) on being linearized and 
applied on the disturbed boundary, finally gives the disper
sion relation 

(11) 

Taking (J as the angle between the direction ofpropaga
tion of a disturbance and the direction of the steady compo
nent of the field (x axis), b as a characteristic length, and 
defining the dimensionless quantities 
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f1=7]lb, X=kb, G=+, 
wb 

- IlH~ 
H=--, (12) 

pbg 

we can write the dispersion relation (11) as 

d Z---4 + J(T)f1 = 0, (13) 
dT 

where 

2T=wt-a, (14) 

cos a = (€kx)ll , sin a = (€'ky)ll, (15) 

with 

12=~k2 +€,2k 2 
x y , (16) 

and 

J(T) = 00 + 201 cos 2T + 20z cos 4T, (17) 

with 

I'z = ~ cosz 0 + €,2 sinl 0, (18) 

0o = 4[HGX 2(a2 cosz 0 + 1'112) - XG] , ( 19) 

0 1 = 4aHG cos 01 'Xl, (20) 

01 = HI ,2X 2G. (21) 
Equations (17)-(21) show that, in the final dispersion 

relation (13), the amplitudes € and €' of the two mutually 
perpendicular oscillating components of the unsteady part 
of the equilibrium magnetic field occur only through (18), 
which defines I'. Equation (18) shows that the given unsteady 
part of the field is equivalent to one for which amplitudes €,€' 

of the mutually perpendicular oscillating components are 
both equal to I', and, therefore, they together represent a 
rotating field with constant magnitude I ' and constant angu
lar velocity w. Similarly, since a enters the dispersion rela
tion through the expression a cos 0, the effective magnitude 
of the steady part of the magnetic field is reduced to a cos 0 
from a. When disturbances travel normal to the steady com
ponent of the magnetic field (0 = 1T12), this component has 
no effect on the stability problem. 

Noting the difference between the notations in Ref. 8 
and in the present paper, we find that Eq. (11) above reduces 
in the limiting case, when the steady part of the magnetic 
field vanishes (a-o) and € = €', to the dispersion relation 
obtained by Berkowitz et al. 8 [their Eq. (77)]. 

III. STABILITY ANALYSIS FOR SMALL AMPLITUDE 
MAGNETIC FIELD OSCILLATIONS 

A. General case 

Since the dispersion relation (13) is a Hill's equation, we 
assume a solution in the form l3

.
14 

(22) 

where the constant A. is the characteristic exponent and u( T) 
is a periodic function of period 1T. We have instability only if 
A. has a real positive part. For small values of the amplitudes 
€,€' of the oscillating components of the unsteady part of the 
equilibrium magnetic field, we take I' as small [cf. Eq. (18)] 
and approximately determine A. by adapting a perturbation 
analysis used by Whittaker9 in determining the characteris
tic exponent of the Mathieu equation. 

1328 J. Math. Phys., Vol. 24, No.5, May 1983 

Substituting for f1, using Eq. (22), we obtain from Eq. 
(13) 

dZ~ + U ~ + (A. Z + J(T))u = O. 
dT dT 

We use the expansions 

A. =A.o + I'A. I + 1,2A.Z + ... , 
u=uO +/'U I +I'ZU2+···· 

(23) 

(24) 

(25) 

and expandJ (T) in powers of I' in Eq. (23). We use the pertur
bation theory to obtain in succession uo( T), u I (T), uz( T ), ... by 
solving the equations obtained by equating the coefficients of 
/ '0,1',1 '2, ... on theleft-handsideof(23) to zero. Thus, equating 
the term on the left-hand side of(23), that is independent of I', 
to zero, we have 

d zUo '" duo (' 2 Z) --+ £/Lo - + /l. ° - m Uo = 0 , 
dT z dT 

(26) 

where 

m 2 = 4GX (1 - Xa 2 cos2 OH) . (27) 

Putting 

flo = Uo exp(A.oT) , (28) 

in (26), we find that a solution for (26) may be taken as 

flo = Cern!, (29) 

where C is an arbitrary constant. 
Comparing the solution (29) with)28), we have 

Ao=m (30) 

and 

uo = C. (31) 

Similarly, from the left-hand side of(23), using (24) and 
(25) and equating the coefficients of I' to zero, we have, in 
view of the fact that Uo is a constant and (30) is true, 

~;; + 2..10 ~~ = - UoA.IUO - 8auoHGX 2 cos 0 cos 2t. 

(32) 

Taking 

Al =0 (33) 

in (32) to avoid secular terms in u l , we obtain, in view of(30), 

u I = - 2uoaHGX 2 cos () 

x(m sin 2T- cos 2T)(1 + m 2). (34) 

The coefficient of 1'2 on the left-hand side of (23). in view of 
(24), (25). (33), and (34), when equated to zero, gives 

d
2
u2 + U dU2 + [A 2 + 4(al cos2 OHGX l - GX)]u 

dT2 () dT () 2 

- UoA.2UO - 8aHGX 2 cos 0 cos (2T)u 1 

_ 2HGX2(l + cos4T)uo • (35) 

To avoid secular terms in u2, we equate the constant term on 
the right-hand side of (35) to zero and obtain, in view of (30) 
and (34), 

(36) 
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From (24), (30), (33), and (36), we have 
- 2 2- 2 2 

A = m _ HGX [1 + 4a HGX cos 0]/'2 + 0(/,3). 
m (1 + m 2

) 

If, instead of (29), we take 

170 = D exp( - mt ) , 

(37) 

(38) 

where D is a constant, as another solution of (26), we shall 
then have, in view of (28), 

uo=D (39) 

and 

AO = - m . (40) 

We shall also getA I, A2 , and A as given by (33), (36), and (37), 
respectively, with m replaced by - m, so that 

- 2 2- 2 2 
A = _ m + HGX [1 + 4a HGX cos 0]/'2 + 0(/'3) 

m (1 + m 2
) 

(41) 

is a second value of the characteristic exponent, other than 
the one given by (37). 

In the absence of any oscillating component in the un
steady magnetic field (/' = 0), there will be instability with 
growth rate A = m [cf. Eq. (37)] when m 2

, given by Eq. (27), 
is positive. Equation (37) shows that this growth rate is de
creased by the amount 

__ 1+ /'2. HGX
2 

[ 4a
2
HGX

2 
cos

2 OJ 
m (1 + m 2

) 

This decrement in growth rate vanishes when /' = 0, but it 
increases with /', i.e., with the amplitUdes of the oscillating 
components [cf. Eq. (18)]. It also increases with a, the 
strength of the steady part of the magnetic field, since m 
decreases with a [cf. Eq. (27)]. Thus the steady and the un
steady fields together have a greater stabilizing influence on 
the fluid than in the case when either of them is acting alone. 

B. Special cases 

The expressions for A, obtained in Eqs. (37) and (41), 
break down when m = ° or m = ± i. In these cases we have 
to reconsider the stability problem. 

1. Case (0: m = 0 

In this case, using (24) and (25) in (23), and equating the 
terms independent of /' on the left-hand side of (23) to zero, 
we obtain 

D2(U~ot) = 0. 

Solving (42) we have 

etotuo = A + Bt , 

where A and B are arbitrary constants. Taking B = ° to 
avoid secular terms, we have, from (43), 

(42) 

(43) 

Ao = ° , Uo = A . (44) 

The coefficient of /' on the left-hand side of(23), when equat
ed to zero, gives an equation for u I' the solution for which is 

u l = 2aHG cos (0 )X2UO cos 2T. (45) 
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Similarly, equating the coefficient of / ,2 to zero, we obtain the 
differential equation for U2 as 

d
2
u2 + 2A.1 dU I + (A i + 2HGX 2 + 2HX 2G cos 4T)uo 

dT 2 dT 

=0. (46) 

In view of (44) and (45), the constant term on the left-hand 
side of (46), when equated to zero to avoid secular terms in 
u2 , gives 

AI = ± 21/2i(HG)I/2X(1 + 4a2HGX 2 cos2 0)1/2. (47) 

Using (44) and (47), we can express A, as determined up to 
0(/'), as 

A = ± 21/2i(HG)I/2X(1 + 4a2HGX 2 cos2 0)112/' 

+ 0(/'2). (48) 
Since we have taken m = 0, we have a state of marginal 

stability in the absence of any oscillating part (/' = 0) in the 
equilibrium magnetic field. The oscillations in the magnetic 
field make A, to 0 (/ '2), purely imaginary [cf. Eq. (48)], and 
hence have no stabilizing influence [cf. Eq. (22)]. 

2. Case (iO: m = :t i 

Using (24) and (25) in (23), and equating the terms inde
pendent of /' on the left-hand side of (23) to zero, we have 

d 2 

- (etoTu ) + etoTu = 0. (49) 
dT 2 0 0 

Solving (49) we have 

£loT Uo = A cos T + B sin T, (50) 

where A and B are arbitrary constants. In view of (50) we 
make the choice 

AO = 0. (51) 

Similarly, equating the coefficient of /' on the left-hand side 
of(23) to zero, we have, in view of (51), 

d 2u du-
dT; + ul = - 2A.1 d; - 8aHGX 2 cQs 0 cos(2T)uo · 

(52) 

Using (50) and (51), and equating the coefficients of sin T and 
cos T on the right-hand side of (52) to zero to avoid secular 
terms in the solution for u I' we have 

AAI + 2BaHGX 2 cos 0 = 0, 

BAI + 2AaHGX 2 cos 0 = 0. 

Eliminating A and B from the last two equations we have 

AI = ± 2aHGX 2 cos 0 . 

Using these values of AI' and in view of (51), we obtain to 
0(/'), 

A = ± 2(aHGX 2 cos 0)/' + 0(/'2). (53) 

When the upper sign is taken in (53), since A is real and 
positive, we have instability [cf. Eq. (22)]. In a steady equilib
rium magnetic field H = H (a,O,O), m = ± im represent a 
disturbance of same frequency as that of the unsteady field 
H = H (a + E cos mt, E' sin mt,O). The interaction of this dis
turbance with the unsteady field leads to instability. 
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IV. NUMERICAL DISCUSSION OF DISPERSION RELATION FOR MAGNETIC FIELD OSCILLATIONS OF 
ANY AMPLITUDES 

From the theory of the Hill's equation 13,14 we know that 

sin2(-1T..1.i/2) =..1 (0)sin2(1Tveo/2) , (54) 

where..1 (0) is Hill's determinant 

-e l - e2 0 
42 - eo 42 - eo 

-e l -e l - e2 

22 - eo 22 - eo 22_ eo 

..1 (0) = 
e2 !!J. !!J. 
eo eo eo 
0 

- e2 -e l 

22 - eo 22 - eo 
0 0 

-e2 -e l 

42 - eo 42 - eo 

The equation (54) is solved numerically for A, choosing dif
ferent values of the physical parameters of the problem. 

We first note that the stability analysis can be separated 
into two distinct classes according to whether disturbances, 
against which stability is being studied, propagate along a 
direction normal to the steady component of the equilibrium 
magnetic field or not (i.e., e is 1T/2 or not). 

When e i= 1T /2, the equations (19)-(21) can be put in the 
form 

eo = 4[HGX2(1 + 12/2) - XG], (56) 

el = 4HGIX 2
, (57) 

ez =HPX 2G, (58) 

where 

iI = Ha2 cos2 e (59) 

and 

1 = I' /(a cos e ) . (60) 

In view of the basic dispersion equation (13), and the equa
tions (17)-(21) and (56)-( 60), it is clear that the stability prob
lem for a disturbance, with a given nondimensional wave 
number X, moving along a direction making an angle f) 
( i= 1T /2) with the direction of the steady component of the 
magnetic field (direction ofx axis), is identical with that for a 
disturbance of same wave number X, but propagating along 
the steady component of the magnetic field (so that e = 0), 

2.0 

t 
'3 
';1.0 
II: 

1.6 
x-

FIG. 1. Variation ofRe( Jl) with X for different values of /' in the presence of 
a steady component in the equilibrium magnetic field (a = 1) when H = 2.0. 
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0 

0 

e2 (55) 
eo 
-e l 

22 - eo 

when H, I " and the magnitude of the steady component of 
field a are replaced by iI, 1 and 1, respectively. Thus the 
determination of the characteristic exponent A for any dis
turbance can be made to depend on the determination of the 
same for a two-dimensional disturbance. We have therefore 
studied only two-dimensional disturbances (e = 0) when 
a = 1, and evaluated A numerically from Eqs. (54) and (55) 
for different values of H, I', andX. The results in a few typical 
cases are displayed in Fig. 1, where variation of ..1.R, the real 
part of A, with X are shown for different given values of H 
and I '. We find that there are several critical values of X at 
which ..1.R vanishes. Between any two consecutive critical 
values of X, the value of ..1.R first increases with X to a maxi
mum and then gradually diminishes to zero. The largest of 
these maximum values in ..1.R gives the absolute maximum 
value in A R , the growth rate of instability. From Fig. 1 it is 
clear that this absolute maximum ..1. R, for given values of 
other physical parameters G, H, increases very slightly with 
I', the effective amplitude ofthe oscillating component of the 
equilibrium magnetic field. 

80 

60 

I 
:3 
-;; 40 
II: 

QI· O.O 

QI· O.2 

x-

FI G. 2. Variation ofRe( Jl) with X for different values of / ' in the absence of a 
steady component in the eqUilibrium magnetic field (a = 0) when H = 2.0. 
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We have also computed A,R when () = 1T/2, so that the 
equilibrium magnetic field has no steady effective compo
nent (a cos () = 0). The variations of A,R with X, for given 
values of G, H, and /' are shown in Fig. 2. It is clear from the 
graphs in Fig. 2 that the maximum value of A, R decreases 
drastically with an increase in / " showing the stabilizing in
fluence of the oscillating magnetic field. A comparison of the 
values of A, R from Fig. 1 and Fig. 2 for the same set of values 
of G, Hand /' shows that the maximum value of A, R is smaller 
when the equilibrium magnetic field has both a steady 
(a = 1), as well as an unsteady part with oscillating compon
ents, than when it has no steady part (a = 0). 

We can give a physical explanation for the stabilizing 
influence of the oscillating magnetic field in the presence of a 
steady field. The effective strength of the steady part of the 
field that influences the stability is a cos (), which is the com
ponent of this steady field along the propagation direction of 
disturbances. This has a stabilizing influence except when 
() = 1T/2. The unsteady (rotating) part of the field always has 
a component along the direction of propagation of the dis
turbance and hence should have a stabilizing influence, ex
cept at the moment when the unsteady field is normal to this 
direction. This stabilizing influence of the unsteady compo
nent of the magnetic field will be felt even when () = 1T/2, so 
that steady part of the field has no stabilizing influence. 

v. CONCLUDING REMARKS 

StUdying the Rayleigh-Taylor stability of a heavy fluid 
supported by an oscillating magnetic field we come to the 
following conclusions. 

When /' is small, the steady and the oscillating compon
ents of the magnetic field together have a greater stabilizing 
influence than either of these components has individually. 
In some special cases the oscillating components of the equi
librium field has either no stabilizing or a destabilizing influ
ence. 

When €i=€' the unsteady field, rotating with variable 
magnitude but constant period about a vertical axis, has the 
same effect as that of one, discussed in Ref. 8, rotating uni
formly with the same period but having the constant magni
tude /'. 
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When () i= 1T /2, the stability analysis may be made to 
depend on the stability discussion for two-dimensional dis
turbances propagating along the steady component of the 
equilibrium magnetic field (() = 0) with a = I and changed 
values of Hand /'. 

When /' is not small and () i= 1T /2, numerical determina
tion of A, R shows that the combined presence of a steady 
component and oscillating components in the eqUilibrium 
magnetic field has a more stabilizing influence than when the 
steady part is absent (a = 0). 
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Symmetry of the complete second-order nonlinear conductivity tensor for an 
unmagnetized relativistic turbulent plasma 
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A new exact symmetry is proved for the complete second-order nonlinear conductivity tensor of 
an unmagnetized relativistic turbulent plasma. The symmetry is not limited to principal parts. If 
Cerenkov resonance is ignored, the new symmetry reduces to the well-known symmetry related to 
the Manley-Rowe relations, crossing symmetry, and nondissipation ofthe principal part of the 
nonlinear current. Also, a new utilitarian representation for the complete tensor is obtained in 
which all derivatives are removed and the pole structure is clearly exhibited. 

PACS numbers: 52.60. + h, 52.35.Ra, 52.25.Fi, 52.35.Mw 

I. INTRODUCTION AND BACKGROUND 

The symmetry properties of the nonlinear conductivity 
tensor are useful in the algebraic reduction of plasmon-plas
mon and plasmon-plasma particle interaction probabilities 
in the theory of turbulent plasmas. 1-5 One of the most well 
known and useful symmetries involves the second-order 
nonlinear conductivity tensor S'j/(k,k l,k2). For an unmagne
tized relativistic turbulent plasma, this tensor is given by6-1O 

S (k k k) - 2 J d 3p V, 
ij/ , I' 2 - e (2)3 k .£ 

1T W - 'V + lu 

X [(WI - kl'v) ~ + Vjklm~] 
JPj JPm 

X (~ + v/ k ~)fRIOI 
Jp/ w 2 - k2,v + io 2n JPn p' 

(1) 
and is related to the Fourier transform of the second-order 
nonlinear current j~1 by 

~21 __ Jdkl dk2 0(k-kl -k2 ) 
h- e 

I (w I + iO)(W2 + io) 

XSij/(k,k l,k2) Ek,j Ek,/· (2) 

Here e, p, and v are particle charge, momentum, and veloc
ity, respectively; k = (k, w) is a wave 4-vector; 0 is a small 
imaginary part of the frequency;!: 101 is the spatially uniform 
and time-independent background distribution function; Ek 
is the Fourier transform of the electric field; and the Einstein 
sum convention is used throughout. The physical basis for 
the symmetry is the vanishing dissipation of the nonlinear 
current in the absence of Cerenkov resonance. The symme
try involves principal parts only, with respect to the wave
particle or Cerenkov resonance denominators in Eq. (1). If 
the operation of taking principal parts is designated by P, the 
well-known symmetry can be written as 

P [Sij/(k) + k2,k),k2) + Silj(k) + k2,k2,ktl] 

=P[Sji/(k),k) +k2,k2)-Sj/i(k),k2,k) +k2)]. (3) 

To obtain Eq. (3), one first expresses the total energy 
Wl21 dissipated by the nonlinear current jl21 in the form 

1332 J. Math. Phys. 24 (5). May 1983 

W(2) = (21T)4 J j~!'Ek o(k + k') dk dk'. (4) 

IfwesubstituteEq. (2)in Eq. (4), perform the integral over k', 
change the variable k to - k, and symmetrize, Eq. (4) be
comes 

(5) 

where uijdk,kl,k2) denotes the symmetrized form 

uij/(k,k l ,k2) = Sij/(k,k l,k2) + Silj(k,k2,ktl. (6) 

Ifwe use the properties of the delta function and simplify, 
then Eq. (5) becomes6 

W(2) = (2;)4 e J dk dk l dk2 

EkiEk j Ek /o(k + kl + k2) 
X " 

(w + io)(w I + iO)(W2 + io) 

X [wIOijdkl,k2) + wPilj(k2,ktl], (7) 

where 

Oij/(k l,k2)= uij/(k l + k 2,k),k2 )- Uji/( - k l , - kl - k 2,k2 )·(8) 

According to Eq. (7), the second-order nonlinear current is 
nondissipative or, equivalently, WI21 is vanishing, if the ten
sor Oij/(k l,k2) given by Eq. (8) is vanishing. However, as will 
be made clear below, ° ij/ (k I ,k2) is in general vanishing only if 
the small imaginary part 0 of the frequency is ignored, or 
equivalently if the principal values are taken with respect to 
the resonance denominators ofEq. (1). This is valid only if 
single wave-particle resonance is ignorable. Thus the sec
ond-order nonlinear current is nondissipative provided the 
principal part P of Oij/(k l,k2) in Eq. (8) is vanishing, namely 

POij/(k\>k2) = 0, (9) 

and also provided the fields and particle distribution are 
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such that Cerenkov resonance is ignorable. Substituting Eq. 
(8) in Eq. (9), we obtain 

PUij/(k l + k 2,kl,k2) = PUji/( - k l, - kl - k2,k2), (10) 

or, equivalently, using Eq. (6) in Eq. (10), we obtain 

P [Sij/(k l + k2,kl,k2) + Silj(k l + k2,k2,kd] 

= P [Sji/( - k l, - kl - k 2,k2) + Sj/i( - k l,k2, - kl - k2)]· 

(11) 

Furthermore, by Eq. (1), it immediately follows that 

PSji/( - k l, - kl - k2,k2) = PSji/(kl,k l + k 2,k2) (12) 

and 

PSj/i( - k l,k2, - kl - k 2) = - PSj/i(k l,k2,kl + k2)·(13) 

Substituting Eqs. (12) and (13) in Eq. (11), we obtain Eq. (3). 
Equation (3) is the well-known symmetry, involving princi
pal parts only, of the second-order nonlinear conductivity 
tensor. Because it ignores wave-particle resonance which re
sults in dissipation, it is frequently at best an approximation 
to use this symmetry to describe a real physical nonlinear 
current. 

To compare the symmetry Eq. (3) with the current liter
ature, Eqs. (12) and (13) may be used to write Eq. (3) in the 
form given by Eq. (10). The latter is equivalent to Eq. (10.86) 
of Ref. 5, namely, 

Paijt/kl + k2,kl,k2) = Paji/( - k l, - kl - k 2,k2). (14) 

Note that in this form the first written argument of the non
linear conductivity tensor is equal to the sum of the other 
arguments. For purposes of later comparison with the new 
result in this paper, we note also the following: Since by Eq. 
(1) 

(15) 

and 

PSju/k l,k2,kl + k 2) = - PSj/i(kl, - k2,kl + k2), (16) 

then by substituting Eqs. (15) and (16) in Eq. (3), we obtain 

PUij/(kl + k2,kl,k2) = PUji/(kl,k l + k2, - k2). (17) 

Equations (3), (10), (14), and (17) are clearly all equivalent 
forms for the symmetry involving principal parts ony. 

Expressed in terms of the pure longitudinal nonrelati
vistic conductivity Sk,k"k2' the symmetry Eq. (17) is given by 
Eq. (2.83) of Ref. 1, namely, 

P [(1/W2)(Sk2,k, + k2' -k, + Sk2, - k"k, + k2)] 

= P ( - [1/(WI + (2)](S - k, - k2' - k" - k2 

+ S _ k, - k2' - k2' - k, ) J ' (18) 

where the implicit principal value operation P with respect 
to resonance denominators is here made explicit. Equation 
(18) follows from Eq. (17) as follows. First, 

k i klj k2/ 1 
S - -e-------

k,k"k2 - Ikl Ikl I Ik21 W IW2 

XSij/(k,kl>k2)· (19) 

From Eqs. (6) and (19) it follows that 
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(1/ (2)(S k2,k, + k2' - k, + S k2' - k"k, + k2) 

(k lj + k 2j ) kl/k2i uij/(k2,kl + k2' - k l) 
=-e~:::"---"-----='------- (20) 

Ikl + k21 Ikl Ilk2 1(wl + (2) W IW 2 

and 

1 (S _ k, _ k2' _ k" _ k2 + S - k, - k2' - k2' - k, ) 
WI + W 2 

(k lj + k 2j ) kl/k2i uji/( - kl - k2' - k2, - kd 
-e . (21) 

Ikl + k211kl I Ik2 1(wl + ( 2 ) W IW2 

Also by Eqs. (1) and (6) 

PUij/( - k, - k2, - k l) = PUij/(k,k2,kl). (22) 

Next writing Eq. (22) for k = kl + k2 and then substituting 
Eq. (17) in the right-hand side, we conclude that 

PUijt/- kl - k2, - k2, - kd = PUji/(k2,kl + k2' - kl)' 
(23) 

Finally, substituting Eq. (23) in the right-hand side ofEq. 
(21) and comparing with Eq. (20), we obtain Eq. (18). 

Tsytovich and Akopyan used the relativistic symmetry 
Eq. (3) in obtaining an expression for the collective brems
strahlung probability in a relativistic weakly turbulent 
beam-plasma system. 3 A nonlinear bremsstrahlung associat
ed with the three-plasmon dynamic polarization vertex was 
shown to make an important contribution to the bremsstrah
lung probability. 2,3 The connection of the three-plasmon dy
namic polarization vertex to the collective bremsstrahlung 
process had been recognized II for some time previous to the 
difficult and explicit calculations of Tsytovich and Ako
pyan. In vacuum quantum electrodynamics, because of 
Furry's theorem,12 three-photon vertices are vanishing; 
however, the three-plasmon vertex in a medium is not. Near 
the plasma frequency, the standard Bethe-Heitler cross sec
tion 13 is substantially modified.2,3 Tsytovich and Akopyan 
used the collective bremsstrahlung probability to establish 
conditions for the occurrence of a collective brt"msstrahlung 
instability.2,3,14-18 The three-plasmon dynamic polarization 
vertex can be expressed in terms of the second-order nonlin
ear conductivity tensor. The usefulness of the nonlinear con
ductivity tensor in calculating the conversion of plasma 
waves into electromagnetic waves had also been recognized 
for some time. 19-23 The second-order nonlinear conductivity 
enters the theory through the bremsstrahlung recoil force 
F~~ on the lowest order nonlinear dynamic polarization 
charge of a relativistic test particle. This force can be shown 
to be given by3.24,25 

FIJI _ I' (211")4 '" 
dp - - 1m -- L.. es 

l-oc t s 

J dk dk J dk2 8(k + k] + k 2) 

X (W + i8)(w J + i8)(W2 + i8) 

XEki EkJ Ek21 k S\ji( - k,k"k2), (24) 

where t denotes time and s is a species label. The second
order nonlinear conductivity tensor also enters through the 
lowest-order field E ~Jk produced by the dynamic polariza
tion current which is induced by the test particle participat
ing in the bremsstrahlung process This field can be shown to 
be given by3,26 
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Ell) - i G (k)"'e 
dpkn - 2(UI + i8) nm ~ s 

XI dk l dk2 8(k + kl + k,) 
(UI I - i8)(Ul2 - i8) -

X [S~j/(k, - k l, - k2) + S~lj(k, - k2, - k l )] 

(25) 

where G nm (k ) is the linear photon Green's function. Other 
than the omission of an overall factor of - 2e, and complex 
conjugation signs in the integrand in Eq. (22) of Ref. 3, Eqs. 
(24) and (25) differ from Eqs.(I8) and (22) there only because 
of differing Fourier transform and normalization conven
tions and choice of units. Also, in Ref. 3 Cerenkov resonance 
is ignored and principal parts are implicitly taken, whereas 
in Eqs. (24) and (25) they are not. 

Akopyan and Tsytovich stated that they used the prop
erty that "the nonlinear current in a plasma is not of a dissi
pative nature" to algebraically reduce the bremsstrahlung 
recoil force. 3 They then obtained the collective bremsstrah
lung probability by comparison with another expression for 
this force obtained from the particle balance equations. 3.27,28 

They ignored wave-particle Cerenkov resonance and used 
the symmetry property given by Eqs. (3), (to), (14), and (17) 
above. For example, in obtaining Eq. (28) of Ref. 3 and in the 
process of algebraically reducing the lowest-order recoil 
force on the dynamic polarization charge of a test particle, 
there occur, among others, terms involving 
Puilj(k,k + k l , - kd and ones involving Pullj(k + kl,k,k l ). 

By using the symmetry equation (17), these terms can be 
conveniently combined. This results in considerable simpli
fication and leads to a simple set of diagrammatic rules for 
calculating collective bremsstrahlung matrix elements. As 
already stated, the use of this symmetry is only physically 
justified if the field and particle distributions are such that 
resonant single wave-particle interactions may be ignored, 
or equivalently if the non principal parts of the resonance 
denominators have vanishing support. 

Tsytovich ignored Cerenkov resonance on the ground 
that, when it occurs, Cerenkov radiation predominates over 
bremsstrahlung to such an extent that the bremsstrahlung is 
of no interest.2 However, it is desirable to have a more quan
titative evaluation of the effect of Cerenkov resonance on the 
photonic growth rate due to the collective bremsstrahlung 
instability. It is not quantitatively known to what extent the 
Cerenkov and bremsstrahlung radiation mechanisms can in
terfere with each other. More speculatively, the feasibility of 
Cerenkov-bremsstrahlung radiative synergisms might be 
explored. 

In the present work a new exact symmetry not limited 
to the principal parts is established for the complete second
order nonlinear conductivity tensor for an unmagnetized 
relativistic turbulent plasma. The symmetry is8

•
10 

Sij/(k l + k2,k l,k2) + Silj(k l + k2,k2,kd 

= Sji/(kl,k l + k2,k2) - Sj/i(k l ,k2,k l + k2)' (26) 

The antisymmetrization in (i,k l + k 2 ) and (l,k2 ) appearing on 
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the right-hand side is noteworthy. If principal parts only are 
taken, then Eq. (26) becomes the well-known symmetry 
equation (3) or equivalently Eqs. (to), (14), and (17). 

The part of this symmetry that involves principal parts 
only expresses the fact that there is no nonlinear absorption 
from the principal part of the second-order nonlinear con
ductivity. The physical significance of the nonprincipal part 
of the new symmetry equation (26) is obscure and is still 
under investigation. However, its mathematical basis is in
disputable, as will be shown here. One possible use of the new 
symmetry will be in the algebraic reduction of the dynamic 
polarization force on a test particle and of associated plas
mon-plasma particle and plasmon-plasmon interaction 
probabilities including Cerenkov resonance. 

It is shown below that the new symmetry can be rewrit
ten in a more convenient form, namely, 

uij/(k l + k2,k l ,k2 ) = uji/(kl,k l + k2, - k2) 

+ ...::llji( - k2, - kl - k2,kd, (27) 

where 

...::llji(k,kl,k1 ) = -21Tie I [d 3p/(21T)3] VI 

x8(UI - k·v) Aij(k2,kd k·Vp f; (0 ). (28) 

Here, Aij(k2,kd is the matrix element for the Compton con
version of a photon with wave vector k I into one with k2 that 
occurs when the photon scatters offa particle with velocity V, 
namely3,25,28 

(29) 

Comparing Eq. (27) with Eq. (17), the modification due to the 
nonprincipal part is manifest. Note also that in Eq. (27) the 
new symmetry has been written so that the first written argu
ment in each term is equal to the sum of the other arguments. 
Since, as will be shown, ...::llji ( - k2' - k I - k2,k I) arises from 
non principal parts of resonance denominators, it is to be un
derstood implicitly that 

P...::llji( - k2, - kl - k2,kd = O. (30) 

Thus, if we take the principal part of the new symmetry Eq. 
(27) and use Eq. (30), Eq. (27) becomes the well-known sym
metry equation (17), or, equivalently, Eqs. (3), (to), and (14). 
If the exact symmetry equation (26), or, equivalently, Eq. 
(27), is used in algebraic reductions rather than Eq. (17) 
(which was used in Ref. 3), then additional terms will appear, 
involving Compton conversion through the matrix element 
...::llji' This must take account of wave-particle resonance and 
the fact that the complete nonlinear current is not in general 
nondissipative. The use of the new symmetry will hopefully 
facilitate deeper understanding of collective radiative insta
bility and the dissipative properties of the complete nonlin
ear current. It is also hoped that the new symmetry will find 
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applications in other areas of plasma turbulence theory and 
nonequilibrium plasma kinetic theory. 

The symmetry of the nonlinear conductivity tensor, in
volving principal parts only, has been investigated also in 
other work. The nonlinear conductivity is simply related to 
the nonlinear response or wave coupling coefficients, the 
symmetries of which are often discussed in the literature. 
For nonrelativistic weakly turbulent plasma and waves of 
arbitrary polarization, the symmetry involving principal 
parts was established long ago.29.30 In the nonlinear re
sponse, half residues due to Cerenkov resonance were ne
glected. This was justified on the grounds that such reson
ances lead to dominating contributions to the ordinary linear 
response. However, for purposes of some applications this 
argument is weak, such as in the analysis of radiative insta
bility or under conditions of slowly converging perturbation 
series. For relativistic magnetized plasmas, the symmetry 
involving principal parts has been demonstrated to all or
ders.31-34 Recently an elegant representation of the nonlin
ear current response, in which the symmetry is explicitly 
evident in each order, has been constructed by means of a 
powerful coordinate-free differential geometric formula
tion.32-34 

Others have also investigated the relationship between 
the principal value symmetry and the vanishing total energy 
dissipated by the nonlinear current.4.6.34 The generalization 
of the symmetry to arbitrary order, including magnetiza
tion, but ignoring Cerenkov resonance, was shown to imply 
that there is no nonlinear absorption from the principal part 
of the nonlinear conductivity to any order, and therefore 
that all absorption is due to wave-particle interactions.34 It 
is, of course, well known that plasmon damping does occur 
and that because of this the very concept of elementary exci
tation can only be introduced approximately.4 The resonat
ing particles must be small in number. This is equivalent to 
the condition of negligible imaginary part in resonance de
nominators, or equivalently that Re w>Im w = 8. Of 
course, the very concept of quanta of the electromagnetic 
field is meaningful only for almost monochromatic waves, 
for which the latter inequality is satisfied. Tsytovich also 
used the nondissipative argument to obtain the symmetry, 
which he used in the approximate reduction of a dispersion 
relation for a wave produced in a three-plasmon interac
tion.4 The nondissipative condition made it possible to estab
lish relationships not only between moduli of the nonlinear 
response, as determined by the equality between the probabi
lities of various processes, but also between the real and 
imaginary parts. The approximate character of this proce
dure was emphasized in a footnote on p. 53 of Ref. 4. 

The relationship of the principal value symmetry to 
crossing symmetry in three-plasmon interactions has also 
been investigated.4.31.35 For example, in the case of an iso
tropic nonrelativistic plasma, the symmetry can be used to 
relate the second-order nonlinear response describing the 
coalescence of a Langmuir wave and an ion sound wave to 
form a transverse wave to that describing the coalescence of 
a transverse wave and an ion sound wave to form a Langmuir 
wave. The inverse processes can also be related. 

The principal value symmetry has also been related to 
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symmetries of Poisson brackets in a perturbation-theoretic 
Hamiltonian formulation of the nonlinear response. 29.31 The 
symmetry follows from the antisymmetry property and the 
Jacobi identity satisfied by Poisson brackets involving the 
Hamiltonian. 

In coherent three-wave interactions and the weak tur
bulence equations, it follows, from the symmetry of the prin
cipal part of the coupling coefficients, that wave energy and 
momentum are approximately conserved, and the Manley
Rowe relations of action conservation obtain. 29,32-34,36--51 
Some effects of background inhomogeneities on the symme
try property have been addressed.46.47 The Manley-Rowe 
relations for action conservation have been shown to be 
maintained even in the presence of a high-frequency external 
electric field strongly modifying the nonlinear response. 36,4S 
To a limited extent, symmetry-breaking effects associated 
with violation of the Manley-Rowe relations have also been 
addressed.52.53 Nonlinear Landau damping43.54-56 can be 
greatly modified when the Manley-Rowe relations are vio
lated, and rapid dissipation of total energy in electron plas
ma waves into thermal energy can occur. 53 

In Sec. II of this paper, a new representation of the 
second-order nonlinear conductivity tensor of an unmagne
tized relativistic turbulent plasma is presented. All deriva
tives are removed and the pole structure is clearly exhibited. 
In Sec. III, the new symmetry equation (26) is proved using 
the new representation. In Sec. IV, the alternative form 
equation (27) for the new symmetry is obtained. In Sec. V, 
the results are briefly summarized. 

II. NEW REPRESENTATION OF SECOND-ORDER 
NONLINEAR CONDUCTIVITY TENSOR 

In this section a new representation is obtained for the 
second-order nonlinear conductivity tensor of an unmagne
tized relativistic turbulent plasma. Integrating equation (I) 
by parts and dropping surface terms, then using the relativis
tic kinematic relations, performing the differentiations, and 
combining terms, we obtain6.s.57 

S;j/(k,kl,k2) 

= e2c2 f d 3

p fRIO) J... 
(21T)3 P C 

+ a 3 + a3f}1 + a 4 + a4f}1 

(f) + i8)(f}2 + i8)2 (f) + i8f 

+ a 5 + a5f}1 + a 6 + a6f}1 

(f) + i8)2(f}2 + i8) (f) + i8)2(f}2 + i8)2 

+ a 7 + a~ I + as + asf} I ] 

(f) + i8f (f) + i8)3(f}2 + i8) . (31) 

Here the relativistic single-particle energy is E, given by 

E = (m 2c4 + p2C2) 1/2, (32) 

and the quantities f), f}1' and f}2 are given by 

{f},f}I,f}2J = {w -P,WI -PI,W2 -P2j, (33) 
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where 
[,u.Jl • .Jl2} = [k·v,k.·v,k2·v}. (34) 

Also {an' n = 1, S} and {an' n = 1, S} are complicated ten
sor polynomials in the components ofv, k, k., and k2. They 
are simply a renaming of the coefficients en of Ref. 6. For 
notational convenience, the tensor indices of the an 
=anij/(k,k.,k2) and an anij/(k,k.,kz) are suppressed. Expli
citly, the an are given by 

a. = (e2k li -,u. v,) 8j! - (e2k ll - u.v/) 8ij -,u. Vj 8i/ 

- 2klivjv/ + 3e-2,u.v,vjv/, (35) 

a z = (,u1fl2 - e2k.·k2) v/8ij + 4c-2,u1fl2V,VjV/ 

+ e2k.,vjk2[ + e2klik2jV/ - ,u.k2,vjv/ 

- ,u.v,k2j v/ - ,u.v,vjk 21 - 3,u2klivjV/, (36) 

a3=(e2k~ -,u~)klrvjv/ +(e-2,u.,u~ -,u.k~)vjvjv/, (37) 

a 4 = (e2k·k. - ,u,u.)(v, 8j! + Vj 8il ) 

- e2v,kjkll + ,u.v,kjv/ 

- 2,u.v,vjk/ - ,uklivjv/ + e2klivjk/ 

+ (5e- 2,u,u. - 3k·k.) v,vjv/, (3S) 

as = ( - e2k.·k2 + ,u1fl2) v,kjv/ + (e2k·k. - ,u,u.) v,vjk21 

+ (ezk·k. - ,u,u.) v,k2j v/ + (e2k·k. - ,u,u.) k2,VjV/ 

+ (ezk·k2 - ,u,u2) klivjv/ + 2(3e- 2,u,u1fl2 - 2k·klflz 

- k·k2 ,u.) v,vjv/, (39) 

a 6 = (e2k.k.k ~ - ,u,u. k ~ - k·k.,u~ + e-2,u,uI,u~) v,vjv/, 

(40) 

a 7 = 2(e2k.k. - ,u,u.) v,vjk/ - 2(k·k.,u - e- Z,u2,u.J v,vjv/, 

(41) 

as = 2(e2k·k.k·k2 - k·k2,u,u. - k·k. ,u,u2 

- e-2,u2,u. ,u2) v,vjv/. 

The an are given by 

a l = - v, 8j! - Vj 8i/ - V/ 8ij + 3e-2v,vjv/, 

a 2 = (e2k2/ - 2,u2V/) 8ij - k2,VjV/ - v,k2j v/ 

- V,Vjk2/ + 4c-2,u2V,VjV/, 

a 3 = (e2q - ,u~) V/ 8ij + (e-2,u~ - k~) v,vjv/' 

a 4 = (e2k/ - ,uv/) 8ij + (e2kj - ,uvj ) 8i/ - ,uvA/ 

- 2v,vjk/ - 2v,kjv/ + 5e- 2,uv,vjv/, 

as = (e2k·k2 - ,u,u2) V/ 8ij + 2(3e- 2,u,u2 - k·k2) v,vjv/ 

+ e2k2,kjv/ + e2v,kjk2/ - ,uv,k2j v/ 

(42) 

(43) 

(44) 

(45) 

(46) 

- ,uV,Vjk2/ - ,ukUvjv/ - 3,u2 v,kjv/, (47) 

a 6 = (e2k ~ -,u~) v,kjv/ + (e-2,u,u~ -,uk ~) v,vjv/, (4S) 

a 7 = 2e2v,kjk/ - 2,uv,kjv/ - 2,uv,vjk/ + 2e-2,u2v,vjv/, (49) 

as = 2(e2k'k2 - ,u,u2) v,kjv/ - 2(k·k2,u - e-2,u2,u2) v,vjv/. 

(50) 

The new representation given by Eq. (31) contains no deriva
tives, and the explicit pole structure is clearly exhibited. The 
coefficients are numerous; however, they are simple polyno-
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mials. This representation should be useful for numerical 
and analytical computations in nonlinear plasma kinetic the
ory and plasma turbulence theory. By comparison, the re
presentation of Refs. 33 and 34 is mathematically more ele
gant but less explicit and less directly utilitarian. In Sec. III, 
the new representation equation (31) is used to prove the new 
symmetry equation (26). 

III. THE NEW SYMMETRY 

In this section, the new representation equation (31) of 
the nonlinear conductivity tensor of an unmagnetized rela
tivistic turbulent plasma is employed to prove the new exact 
symmetry equation (26) of the complete tensor. Another clo
sely related symmetry has also been obtained by this meth
od6

,s,9,s7; however, the symmetry holds outside the domain 
of wave vector space in which the nonlinear current equation 
(2) is defined. 10 

First replacing k by k 1 + k2 in Eq. (31) and then com
bining terms, we obtain 

Sij/(k 1 + k 2,k1,k2) + S'lj(k 1 + k2,k2,k.) 

where 

{lln' n = 1,24) 

= {fllfli,fllfl ~,fl.fl ~,fl ifl Lfl ifli,fl ifl L 
fl i fl ~ ,fl i fl ~ ,fl i fl ~ ,fl i fl i ,fl i fl ~ ,fl ~ fl ~ , 
fl ~ fl 2,fl ~ fl ~,fl ~ fl i,fl ~ fl i,fl ~ fl i,fl i fl 2, 

fl i fl ~,fl i fl Lfl i fl i,fl ~ flz,fl ~ fl Lfl ~ fl i) (52) 

and where {/3n, n = 1,24) are tensor polynomials in the 
components of v, k., and k2• The expressions for the/3n are 
complicated and are given by Eqs. (27)-(50) of Ref. S. By 
similarly reducing Sji/(kl,k. + k2,k2) - Sj/i(k.,k2,k. + k 2) 
and comparing the result with Eq. (51) term by term, the new 
symmetry relation given by Eq. (26) follows. 

IV. CONVENIENT FORM FOR THE NEW SYMMETRY 

In this section the new symmetry equation (26) is rewrit
ten in the form (27), which is both convenient for ready com
parison with the well-known symmetry involving principal 
parts only, Eq. (17), and directly useful for purposes of alge
braic reduction of mathematical expressions occurring in 
problems in plasma turbulence theory and nonlinear plasma 
physics. 

First from Eq. (1) it is clear that 

Sij/(k,kl,k2) = - Sij/(k, - k.,k2)· (53) 

IfEq. (53) is used in Eq. (26), the latter can be rewritten as 

a'jl(k 1 + k 2,k1,k2) 

= Sji/(k.,k. + k 2,k2) + Sj/i(k 1, - k2,k. + k 2 ). (54) 

Next adding and subtracting ~j[(kl,kl + k 2, - k2) to Eq. 
(54), and using Eqs. (1) and (6) and simplifying, we obtain 
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(55) 

where 

_ 2trie2 f d 3p Vj 
(2tr)3 (w\ - k\"v + i6) 

X I [w\ + W 2 - (k\ + k 2)"v] 6 im + vi(k\m 

+ k2m llVpm 6(w2 - k2"V) V/k2"Vpf:IO). (56) 

Integrating Eq. (56) by parts with respect to the first gradient 
and simplifying, we reduce Eq. (56) to 

- . f d 3
p ..:lij/(k\,k2) = 2me -- V/ 6(w2 - k2"V) 

(2tr)3 

XAij(k), - k) - k2) k2"Vpf:IO), (57) 

where Aij(k\,k2) is defined by Eq. (29) and is the matrix ele
ment for Compton conversion. Using Eqs. (55) and (57), we 
can rewrite Eq. (55) as Eq. (27) with ..:l/ji(k,k\,k2 ) defined by 
Eq. (28), in terms of the Compton conversion matrix ele
ment. Equation (27) is a convenient and potentially useful 
form for the new symmetry, as has already been discussed in 
the Introduction. 

V. CONCLUSION 

In conclusion, then, a new exact symmetry equation 
(26) has been proved for the complete second-order nonlin
ear conductivity tensor of an unmagnetized relativistic 
weakly turbulent plasma. A new utilitarian representation 
(31) for the tensor, in which all derivatives are removed and 
the pole structure is clearly exhibited, was employed in the 
proof. The symmetry is not limited to principal parts and 
includes Cerenkov resonance. Noteworthy is the fact that 
the new symmetry relates in a natural way the customary 
symmetrization of Sij/(k\ + k2,k\,k2) in (j,k\) and (l,k2) to a 
curious antisymmetrization of Sji/(k\,k) + k2,k2) in 
(i,k\ + k2) and (l,k2 ). The symmetry can also be written in a 
convenient equivalent form, Eq. (27), in which the modifica
tions due to non principal parts of wave-particle resonance 
denominators are manifest. An explicit non principal part of 
the symmetry is expressed simply in terms of the matrix ele
ment for Compton conversion. The principal part of the 
symmetry reduces immediately to the well-known symme
try equation (17) that applies when resonant wave-particle 
interactions are negligible, the Manley-Rowe relations ob
tain, and the nonlinear current is nondissipative. Although 
the physical meaning for the principal part of the new sym
metry is well understood, that for the complete symmetry 
remains obscure. The possible relevance of the symmetry to 
the algebraic reduction and interpretation of transition pro
babilities for collective radiation processes in nonequilibri
um relativistic beam-plasma systems is currently being in
vestigated. 24

,26,28 It is hoped that the new symmetry will find 
other applications in nonlinear plasma physics and the the
ory of plasma turbulence. 
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Shift operator techniques for the classification of multipole-phonon states. 
XI. Properties of mixed type quadratic product operators in R(7) 
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Expressions connecting R(3) scalar and nonscalar product operators of the type PI + kO 7 and 
07+ jP f are constructed within the group R(7). 

PACS numbers: 63.20.Dj, 02.20.Nq, 02.30.Tb 

1. INTRODUCTION 

In a set of previous papers I-to (to be referred to as I-X) it 
was evident that operators shifting the eigenvalues I of the 
R(3) Casimir operator L 2 could play an important role in the 
classification of multipole-phonon states. The quadrupole
phonon state labelling problem could be completely solved 
by means of the shift operator technique.7 

It is known that the symmetry group of the octupole
phonon Hamiltonian is the unitary group in seven dimen
sions, U(7). Considering the Casimir operators of the sub
groups of U(7), only four independent labels specifying its 
symmetric irreducible representations, which are connected 
to the considered phonon states, could be deduced in (IV). In 
IV and V Gz and R(7) shift operators, P7 ( - 5<,k<, + 5) and 
07 (- 3<,k<, + 3), respectively, have been introduced. Ei
ther the operator P 7 or 07 can be used as a fifth label gener
ating operator. However, since they do not commute, we 
cannot diagonalize them simultaneously, and thus no set of 
orthogonal phonon states can be generally constructed such 
that they are always eigenstates of both 07 and P7. 

For the G2 group, expressions connecting R(3) scalar 
and non scalar quadratic product operators have been re
ported (IV,IX). The application of those expressions allowed 
us to calculate a part of the eigenvalue spectrum of P7 (X). 
For the R(7) group the relations between quadratic product 

. k 
operators of the R(3) scalar and non scalar type 0 f +k 0 I (V 
and VI) also contained the P 7 operators. Therefore the P 7-
eigenvalues and the P 7 action on states had to be known 
before one could start with calculating the O? eigenvalues. 
To evaluate the 07 eigenvalues when I-degeneracy occurs, 

k . 
the relations between product operators of the type P I + jO f 
and 07+ jP f have to be considered. 

2. THE R(3) SCALAR AND NONSCALAR PRODUCT 
OPERATORS OF THE TYPE P'! + PI AND 01+ kP'! AND 
THEIR MUTUAL RELATIONS 

The quadratic operators P 7 + j 0 { or 0 f + k P 7 
( - 3<)<, + 3, - 5<,k<,5, and 0<, I j + k I <,8) shift the I val
ues of the state upon which they act by s = j + k. With the 
available shift operators (1.2.1-1.2.4 and IV.2.4-IV.2.9) and 
the properties (1.2.5) and (IV.2.3), one can construct 14 pro
duct operators with s = j + k = 0, 14 with s = ± 1, 14 with 
s = ± 2, 12 with s = ± 3, 10 with s = ± 4, eight with 
s = ± 5, six withs = ± 6, four withs = ± 7, and two with 
s = ± 8. It must be noted that the mentioned expressions 
are only valid when they act to the right upon states with 
angular momentum projection m = O. It has been remarked 
previously that this condition does not seriously detract 
from the generality of the presented calculations. 

The considered quadratic product operators consist of 
terms composed of one PI" one qJ.t (the PI" respectively, qJ.t' 
are defined in IV. 1.3, respectively, V.l.l), and eight orless 
R(3) generators Ij (i = 0, ± ). In order to obtain relations 
between them, we have chosen to transform the terms of the 
operators into the standard form qJ.tp) 1'_+ v (if /1- + v> 0), 
qJ.tp) :;:1' - v (if/1- + v < 0), orqJ.tpv (if/1- + v = 0). On account 
ofthe commutator relations betweenp- and q-generators 
which are summarized in the Appendix, it is evident that 
operators, where q-generators appear in expressions between 
P7 + jO f and 0 1+ kP7, will be the 0 f + k themselves, if they 
exist (Le., if 0<, I j + k I <,3). By straightforward calculation 
we have arrived at the following final results for the cases 
wheres<,O: 

- (I + 1)(1 + 2)2(1 + 3f(21 + 3)(21 + 5)21(2/_ 1)0 1~33P 1- 311 2(1_ If(/- 2f 
+ 12(1 + 3)2(21 + 5f/ (2l - 3)(l + 1)(1 + 2)(21 + 3)0 I~ 22 P 1- 2i1 2(1 _ 1)2 

- 7X 12(21- 1)(1 + 1)(/ + 2)(1 + 3)2(21 + 3)(21 + 5)(1- 2)0 I~\P 1-1112 

- 7X 12(1 + 1)(1 + 2)(1 + 3)(21 + 3)(21 + 5)(1- 2)(21- 3)07p7 

- 7X 12/(/- 1)(/- 2)(21- 1)(2/- 3)(1 + 3)(21 + 5)P?0? 

+ 7X 12/(/- 1)(/- 2)2(2/_ 1)(21- 3)(1 + 3)(21 + 3)P I~\ 0/ 1/(1 + 1)2 

+ 12/(/-l)(/-2f(2/-1)(2/_3)2(/+ 1)(2/+5)P,~~0/2/(/+ W(/+2)2 

-I Research Assistant N.F.W.O. (Belgium). 
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+ 1(1- If(/- 2f(2/- 1)(21- 3)2(1 + 1)(21 + 3)P '-:/3 0 / 3/(1 + 1)2(1 + 2)2(1 + 3f 

- (8/3\1'3)1 (1- 1)(1 - 2)2(2/- 1)(2/- 3)2(1 + 1)(1 + 2)(1 + 3)2(21 + 1)(21 + 3)(21 + 5fO 7 = 0, 

-I (I + 1)(1 + 2f(1 + 3f(21 + 1)(21 + 5)2(21 + 7)0 /:..33P ,- 3/12(1_ If(/- 2f 

+ 8(2/- 3)(1 + 1)(1 + 2)(1 + 3)2(21 + 1)(21 + 5)2(21 + 7)0 / __ 22P ,- 2/12(/_ If 
- 7 X 24(/- 2)(2/- 1)(1 + 1)(1 + 2)(1 + 3)2(21 + 5)(21 + 7)0/ __ \ P ,- '/12 

- 7X24(/- 2)(2/- 3)(1 + 2)(1 + 3)(21 + 1)(21 + 5)(21 + 7)07P7 

-15X28(/-l)(/-2)(2/-3)(/+2)(/+3)(2/+5)Oi~\P/'/(/+ 1)2 

+ 281 (1- 1)(/- 2)(2/- 1)(2/- 3)(1 + 1)(1 + 3)(21 + I)P i~ \ 0/ '/(1 + 1)2 

+ 41 (/- 1)(/- 2)(2/- 1)(2/- 3)2(1 + 1)(2/ + 1)(2/ + 5)P i-/2 0 ,+ 2/(/ + 1)2(/ + 2f 

+ 1(1- 1)2(1- 2)(21- 1)(2/- 3)2(1 + 1)(1 + 2)(21 + I)P i~33 0 / 3/(1 + If(1 + 2)2 - (I + W 
- (8/3\1'3)/2(/- 1)(/- 2)(2/- 1)(21- 3f(/ + 1)(1 + 2)(1 + 3)2(21 + 1)(21 + 5)2(21 + 7)07 = 0, 

- (2/- 1)(1 + 1)(1 + 2)2(/ + 3)2(/ + 4)(21 + 1)(2/ + 3)(21 + 5)2(2/ + 7)0 ,+...33p ,- 3/12(1_ 1)2(1- 2)2 

+ 301 (2/- 3)(1 + 1)(1 + 2)(1 + 3)2(1 + 4)(21 + 3)(21 + 5)2(21 + 7)0 ,+...22p ,- 2/12(1 - 1)2 

- 140(1- 2)(21- 1)(1 + 2)(1 + W(I + 4)(21 + 1)(21 + 3)(21 + 5)(21 + 7)0 ,+...\P ,-'/1 2 

- 420(/- 2)(21- 3)(1 + 1)(1 + 2)(1 + 3)(1 + 4)(21 + 1)(21 + 5)(21 + 7)07P7 

- 420(/- 1)(/- 2)(21- 1)(2/- 3)(1 + 2)(1 + 3)(21 + 5)0 '-/2 P / 2/(1 + 1)2(1 + 2)2 

+ 701 (1- 1)(/- 2)(21- 1)(2/- 3)(1 + 1)(1 + 3)(1 + 4)(21 + 1)(21 + 3)P ,~\ 0/ '/(1 + W 
+ 21 (/- 1)(/- 2)(2/- 1)(2/- 3)(1 + 1)(2/ + 1)(2/ + 3)(21 + 5)(9/2 + 211 - 64)p ,~22 0/ 2/(1 + 1)2(1 + 2)2 

+ 1(1- 1)2(/- 2)(21 - 1)(21- 3)(1 + 1)(/ + 2)(21 + 1)(21 + 3)(4f2 + 8/- 35)p ,~33 0 / 3/(1 + If(l + 2)2(1 + 3)2 

(2.1) 

(2.2) 

- (8/3\1'3)/(1- 1)(/- 2)(2/- 1)(21- 3)(1 + 1)(/ + 2)(1 + 3)2(1 + 4)(21 + 1)(21 + 3)(21 + 5)2(21 + 7)(4/2 - 91 + 1)07 = 0,(2.3) 

- 5/(1 + 1)(1 + 2)2(1 + 3)2(1 + 4)(21 + 3)(21 + 5)2(21 + 7)(21 + 9)(2/- 1)0 ,+...33p ,- 3/12(/_ If(/- 2)2 

+ 361 (21- 3)(1 + 2)(1 + 3)2(1 + 4)(21 + 1)(21 + 3)(21 + 5f(21 + 7)(21 + 9)0 ,+...22p ,- 2/12(1- 1)2 

- 630(2/- 1)(/ + 1)(/ + 2)(1 + 3f(1 + 4)(21 + 1)(21 + 5)(21 + 7)(21 + 9)(1- 2)0 ,+... \ P ,- '/12 

- 420(1- 2)(21- 3)(1 + 1)(/ + 3)(1 + 4)(21 + 1)(21 + 3)(21 + 5)(21 + 7)(21 + 9)07P7 

- 35 X 361 (1- 1)(/- 2)(2/- 1)(2/- 3)(1 + 3)(21 + 5)0 ,~33P /3/(1 + 1)2(1 + 2)2(1 + 3f 

+6X35/(/-l)(/-2)(2/-1)(2/-3)(/+ 1)(/+3)(1+4)(2/+ 1)(2/+3)(2/+9)p,~\0/'/(/+ If 
+ 121 (1- 1)(/- 2)(2/- 1)(2/- 3)(1 + 1)(21 + 1)(21 + 3)(21 + 5)(21 + 9)(4/2 + 81 - 35)p ,~22 0 /2/(1 + 1)2(1 + 2)2 

+ 1(1- 1)(/- 2)(2/- 1)(2/- 3)(1 + 1)(1 + 2)(21 + 1)(2/ + 3)(20/ 4 + 100/ 3 
- 193f2 

_ 7951 + 1260)p ,~33 0 / 3/(1 + 1 )2(1 + 2)2(/ + 3)2 

- (8/3\1'3)/(/- 1)(/- 2)(2/- 1)(2/- 3)(1 + 1)(1 + 2)(1 + 3)2(/ + 4)(21 + 1)(2/ + 3) 

X(21 + 5f(21 + 7)(21 + 9)(1012 - 291 + 15)07 = 0, 

_ (/- 1)(/ + 2f(1 + 1)(/ + 3)(21 + W(21 + 3)2(2/- 3)0 ,+...34 p ,- 4/(/ - 1)2(1- 2)2(/- 3)2 

+ 27(1 + 1)(1- 1)(1 + 2)2(2/- 5)(21 + 5)2(21 + 3)(1 + 3)0 ,+...23p ,- 3/(/ - 1)2(1_ 2)2 

- 4X27(2/- 3)(1 + 1)(1 + 2)(1 + 3)(21 + 3)(21 + 5)2(1- 3)0 ,+...'2P,-2/(/- If 
+ 7x36(1 + 3)(1 + 2)(1 + 1)(21 + 3)(21 + 5)(2/- 5)(1- 3)07_,P,-' 

+ 7X 36(21 + 5)(1 + 3)(/- 1)(/- 2)(/- 3)(2/- 3)(2/- 5)p ,- '07 

+ 4X27(2/- 5)2(21 + 3)(1 + 3)(/- 1)(/- 2)(/- 3)(2/- 3)P ,~2, 0 / '/(/ + 1)2 

+ 27(1 + 1)(1- 2)2(21 + 5)(2/- 5f(/- 1)(1- 3)(2/- 3)p ,~32 0 / 2/(1 + If(1 + 2f 

+ (I + 1)(1 - 1)(1- 2)2(/ - 3)(2/- 3)2(21- 5)2(21 + 3)p,~ j 0 / 3/(1 + 1)2(/ + 2)2(1 + 3)2 

+ 8\1'3(/ + 3)(1 + 2)2(1 + 1)/(1- 1)(/- 2)2(/ - 3)(21- 3)(21 + 3)(2/- 5f(21 + 5fO I-I = 0, 

1(1- 1)(2/- 1)(2/- 3)(1 + 2f(1 + 3f(21 + 3)(21 + 5)20 ,+...34P ,- 4/(/_ 1)2(/ - 2f(/- W 
- 181 (21 - 1)(2/- 3)(1 + 2)2(/ + W(21 + 5f(2/- 5)0 ,+",Z3 P ,- 3/(1_ If(/- 2)2 

+ 631 (1- 3)(2/- 3)2(/ + 2)(1 + 3)2(21 + 5fO ,+...'zP ,- z/(/_ 1)2 
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-7X8X9(/- 3)(2/- 1)(2/- 3)(2/- 5)(1 + 2)(1 + 3)2(21 + 5)07_1PI-1 

+ 21 X 36(/- 2)(1- 3)(2/- 3)(2/- 5)(1 + 2)(1 + 3)(21 + 5)0 1- 1P7 

- 361 (1- 1)(1- 2)(/- 3)(2/- 1)(2/- 3)2(2/- 5)(1 + 3)P 1~21 0 /1/(1 + 1)2 

- 91 (/- 1)(/- 2)2(1- 3)(21- 1)(2/- W(2/- 5)(21 + 5)P 1~32 0 / 2/(1 + 1)2(1 + 2)2 

- 1(1- 1)(/- 2)2(/- 3)(21- 1)(2/- 3)3(2/- 5)(1 + 2)P 1-/30 / 3/(1 + 1)2(1 + 2)2(1 + W 
- 4v'3/(/- 1)(1- 2)2(1- 3)(21- W(2/- 3)2(2/- 5)(1 + 2f(1 + 3f(21 + 5)20 1-

1 = 0, 

- 2(21- 1)(2/- 3)(/)(1 + 2)2(1 + 3f(21 + 1)(21 + 3)(21 + 5)2(21 + 7)0 1~34P 1- 4/(/_ If(/- 2)2(1_ 3)2 

+ 1351 (1- 1)(21- 5)(1 + 2)2(1 + 3)2(21 + 1)(21 + W(21 + 7)0 1~23P 1- 3/(/_ 1)2(1- 2)2 

- 360(1- 3)(2/- 1)(2/- 3)(1 + 2)(1 + W(21 + 1)(21 + 5)2(21 + 7)0 1~12P 1- 2/(/_ qz 
+ 25201(/- 3)(21- 1)(2/- 5)(1 + 2)(1 + 3)2(21 + 5)(21 + 7)07_ 1P 1-1 

+ 21 X 180(1- 2)(/- 3)(2/- 3)(2/- 5)(1 + 2)(1 + 3)(21 + 5)0 ,~21P /1/(1 + 1)2 

+ 180/(1-1)(/-2)(/-3)(2/-1)(2/-3)(2/-5)(/+3)(2/+ 1)(2/+7)PI~210/1/(/+ 1)2 

+ 271 (1- 1)(/ - 2)(1- 3)(2/- 1)(2/- 3)(2/- 5)(21 + 1)(2/ + 5)(3/2 + 4/- 24)P 1~32 0 / 2/(1 + 1)2(1 + 2)2 

+ 1(1- 1)(/ - 2)(1 - 3)(2/- 1)(2/- 3)2(2/- 5)(1 + 2)(21 + 1)(8/2 + 81 - 75)P I~ 430 1+ 3/(1 + 1)2(1 + 2)2(1 + 3)2 

(2.6) 

+ 4v'3/(1- 1)(1- 2)(/- 3)(2/- 1)(2/- 3)(2/- 5)(1 + 2)2(1 + 3f(21 + 1)(2/ + 5)2(2/ + 7)(8/2 - 251 + 12)0 1-
1 = 0, (2.7) 

- 51 (I + 1)(1 + 2)2(1 + 3f(1 + 4)(21 + 1)(2/ + 3)(21 + 5)2(21 + 7)(/- 1)(2/- 3)0 1~34P 1- 4/(/_ 1)2(1- 2)2(1- 3f 

+ 81(1 + 1)(1 + 2)2(1 + 3)2(1 + 4)(21 + 1)(2/ + 5)2(21 + 7)(/- 1)(2/- 1)(2/- 5)0 1~23PI-3/(/_ 1)2(/- 2)2 

- 810/(1 + 1)(1 + 2)(1 + 3)2(1 + 4)(21 + 5f(21 + 7)(/- 3)(21- 1)(2/- 3)0 1~12P 1- 2/(/_ If 

+ 90X 141(/ + 2)(1 + 3)2(/ + 4)(21 + 1)(2/ + 5)(21 + 7)(1- 3)(21- 1)(2/- 5)07_1P 1-1 

+ 70X54(1 + 2)(1 + 3)(2/ + 5)(/- 1)(/- 2)(/- 3)(2/- 3)(2/- 5)0 1~32P 1+ 2/(1 + 1)2(/ + 2f 

+ 270/(1 + 1)(/ + 3)(1 + 4)((21 + 1)(2/ + 7)(1- 1)(/- 2)(/- 3)(21- 1)(21- 3)(21- 5)P 1~21 0 / t/(I + If 

+ 541 (I + 1)(1 + 4)(21 + 1)(2/ + 5)(1- 1)(/- 2)(1- 3)(2/- 1)(21- 3)(2/- 5)(2/2 + 2/- 19)P 1~32 0 / 2/(1 + 1)2(1 + 2f 

+ 1(1 + 1)(1 + 2)(21 + 1)(1- 1)(/- 2)(/- 3)(21- 1)(2/- 3)(2/- 5) 

X(20/ 4 + 60/ 3 
- 3111 2 

- 5341 + 1575)P 1~430 / 3/(1 + 1)2(/ + 2)2(1 + 3)2 

+ 4v'3/(1 + 1)(1 + 2)2(1 + 3f(1 + 4)(21 + 1)(2/ + 5)2(21 + 7)(/- 1)2(/_ 2)(/- 3)(21- 1)(2/- 3)(2/- 5)(10/- 27)0 1-
1 = 0, 

(2.8) 

- (I + 1)2(/ + 2)2(1 + 3)(/- 2)(21 + 3)2(21 + 5)(2/- 5)0 ,~35P 1- 5/(1_ 2)2(1- 3)2(1- 4)2 

+ 15(/ + 1)(1 + 2f(1 + 3)(21 + 3)2(21 + 5)(/- 2)(2/- 7)0 1~24P 1- 4/(/_ 2)2(1- 3)2 

- 9X 15(/ + 1)(1 + 2)2(1 + 3)(/- 4)(21 + 3)(21 + 5)(21- 5)0 1~13P 1- 3/(1_ 2)2 

+ 180(1 + 1)(1 + 2)(1 + 3)(/- 4)(21 + 3)(21 + 5)(21- 7)OL 2P ,- 2 

+ 180(1 + 3)(/- 2)(/- 3)(/- 4)(21- 5)(2/- 7)(21 + 5)P 1- 207 

+ 9X 15(1 + 3)(1- 2)(/- 3)2(1- 4)(2/- 5)(2/- 7)(21 + 3)P 1~31 0 1+ 1/(1 + If 

+ 15(/ + 1)(1 - 2)(1 - 3)2(1- 4)(2/- 5)2(21 - 7)(21 + 5)P I~ 420/ 2/(1 + 1 )2(1 + 2f 

+ (I + 1)(1- 2f(/- 3)2(1- 4)(2/- 5)2(21- 7)(21 + 3)P 1~530 / 3/(1 + 1)2(/ + 2f(1 + 3f 

- 4v'3(1 + 3)(1 + 2f(1 + 1)(1- 2)(/- 3)2(1_ 4)(21- 1)(2/- 5)2(2/-7)(21 + 3)2(21 + 5)0,-2 = 0, (2.9) 

- (I + 3)(1 + 2)2(1 + 1)(1 - 1)(1 - 2)(21 - 3)(21 + 3)(21 + 5fO 1~35P 1- 5/(1 - 2f(l- 3)2(1- 4f 

+ 10(1 + 3)(1 + 2f(/- 1)(2/- 3)(2/- 7)(21 + 3)(21 + 5)20 1~24P 1- 4/(/_ 2)2(1- 3f 

- 270(1 + 3)(1 + 2)2(/_ 1)(/- 4)(21- 5)(21 + 5)20 I~ 13P 1- 3/(1_ 2)2 

+ 360(1 + 3)(1 + 2)(/- 4)(2/- 3)(2/- 7)(21 + 5)207_2P 1- 2 + 28X45(1 + 3)(1 + 2)(1 - 3)(/- 4)(21 - 7)(21 + 5)0 ;-~\ P 1- 1 

+ 45(1 + 3)(1- 1)(/- 2)(/- 3)(/- 4)(21- 3)(2/- 5)(2/- 7)P 1~31 0 1+ 1/(1 + If 

+ 5(1- 1)(/- 2)(/- 3)(/- 4)(2/- 3)(2/- 5)2(21 -7)(21 + 5)PI~iO /2/(1 + If(1 + 2f 

+ (I + 2)(1- 1)(/- 2f(/- 3)(1- 4)(2/- 3)(2/- 5)2(21- 7)P 1~53 0 / 3/(1 + 1)2(1 + 2)2(1 + 3)2 

- 4v'3(1 + 3)(1 + 2f(/- 1)2(/_ 2)(/- 3)(/- 4)(21- 3)(2/- 5)2(2/- 7)(21 + 3)(21 + 5fO 1- 2 = 0, (2.10) 

- 2(1 + 3)2(/ + 2f(I + 1)(/ - 1)(21- 1)(2/- 3)(2/- 5)(21 + 3)(21 + 5)20 1~35P ,- 5/(1_ 2f(/- 3)2(/ _ 4)2 
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+ 75(1 + 3)2(/ + 2)2(1 - 1)(/ - 2)(21 + 3)(21 + 5f(2/- 1)(21- 7)0 {+_24P {- 4/(/_ 2)2(1- 3f 

- 450(1 + 3)2(1 + 2)Z(21 + 5)2(2/- 1)(2/- 3)(2/- 5)(1- 4)0 {+13 P {- 3/(/_ 2)2 

+ 1800(1 + 3)Z(I + 2)(/- 1)(2/- 3)(21 + 5)2(21 - 7)(/- 4)0~ _ zP {- 2 

+ 12X21 X 15(1 + 2)(21 + 5)(1 + 3)(1- 3)(2/- 5)(2/- 7)(1- 4)0 {- zP~ 

+ 15 X 15(1 + 3)2(1- 1)(/- 2)(21- 1)(21- 3)(1- 3)(2/- 5)(2/- 7)(1- 4)P {~31 0 /1/(1 + If 

+ 15(/- 1)(1- 2)(2/- 1)(2/- 3)(21 + 5)(1- 3)(/- 4)(2/- 5)(2/- 7)(3/2 + 1- 25)p {~42 0 / 2/(1 + W(I + 2)2 

+ (I + 2)(1- 1)(/- 2)2(2/- 1)(2/- 3)(1- 3)(/- 4)(2/- 5)(2/- 7)(8/2 - 75)P {~53 0 /3/(1 + 1)2(1 + 2f(1 + 3)2 

- 4\1'3(1 + W(I + 2)2(1- 1)(/- 2)(/- 3)(/- 4)(2/- 1)(2/- 3)(2/- 5)(2/- 7)(21 + 3)(21 + 5)2(8/2 - 321 + 25)0 {- 2 = 0, 

21 (I + 2)2(1 + 3)2(1 + 1 )(21 + 3)(21 + W(21 + 7)(1 - 2)(21 - 1 )(21 - 5)(1 - 1)0 {~35P {- 5/(1 - 2f(l- 3)2(1- 4f 

- 181 (21 - 3)(1 + 2)2(1 + 3f(2/- 1)(21 + 5)2(21 + 7)(2/- 7)(1- 2)(21 + 3)0 {~24P {- 4/(/_ 2f(/- 3)2 

+ 4051 (/- 1)(2/- 3)(2/- 5)(1 + 2)2(1 + 3)2(21 + 5)2(21 + 7)(/- 4)P {~43P {- 3/(/_ 2f 

- 360(1 + 3f(l + 2)(21 + 5)2(21 + 7)(/- 1)(2/- 1)(21 - 3)(2/- 7)(1- 4)0 ~ _ 2P {- 2 

+ 12X7 x45(1 + 2)(21 + 5)(1 + 3)(1- 2)(/- 3)(/- 4)(2/- 5)(2/- 7)0 {~31P /1/(1 + If 

- 135/(/- 1)(1- 2)(1- 3)(/- 4)(2/- 1)(2/- 3)(2/- 5)(2/- 7)(1 + 3)2(21 + 7)P {~31 0 {+ 1/(1 + 1)2 

- 3(21 + 5)1 (1- 1)(1- 2)(/- 3)(/- 4)(2/- 1)(2/- 3)(2/- 5)(2/- 7)(21 + 7)(8/2 - 77)P l~iO / 2/(1 + 1)2(1 + 2)2 

- (I + 2)/(1- 1)(/- 2)(/- 3)(/- 4)(2/- 1)(2/- 3)(2/- 5)(2/- 7)(8/4 + 8/ 3 - 146/ 2 

-741 + 675)p{~530 /3/(1 + 1)2(1 + 2)2(1 + 3)2 

+ 4\1'3(1 + 3)2(1 + 2)21(/_ 1)(1- 2)(/- 3)(/- 4)(21 + 3)(21 + 5f(21 + 7)(21- 1) 

X(2/- 3)(2/- 5)(2/- 7)(4/2 - 181 + 17)0 {- 2 = 0, 

- (I + qz(l + 2)2(21 + 3)2(1- 2)(2/- 5)0 {~25P {- 5/(/_ 3)2(1_ 4f 

+ 15(1 + 1)(1 + 2)2(21 + W(/- 2)(2/- 7)0 {~14P {-4/(/_ 3)2 

- 135(1 + 1)(1 + 2)2(21 + 3)(2/- 5)(1- 4)0~_ 3P 1- 3 - 180(1 + 1)(1 + 2)(21 + 3) 

X (/- 4)(21- 7)0 {-_ I
Zp {- 2 + 45(1 + 2)(1- 2)(/- 3)(/- 4)(21- 5)(2/- 7)P {- 30~ 

+ 5(21 + 3)(1- 2)(/- 3)(/- 4)(2/- 5)(2/- 7fP {~41 0 {+ 1/(1 + If + (/- 2)(/- 3)2 

X (/- 4)(2/- 5)(2/- 7)2p 1~:/2 0 / 2/(1 + 1)(1 + 2)2 + (4/\1'3)(1 + 2f(1 + 1)2(1- 2) 

X (I - W(I- 4)(21 - 5)(21 - 7)2(21 + 3)20 {- 3 = 0, 

- 3(1 + If(l + 2)2(21 + 3)2(21 + 5)(/- 2)(/- 3)0 {~25P {- 5/(/_ 3f(/- 4f 

+ 10(1 + 1)(1 + 2)2(21 + W(21 + 5)(2/- 3)(2/- 5)(2/-7)0 {~14P{-4/(/_ 3)2 

- 270(1 + 1)(1 + 2)2(21 + 3)(21 + 5)(1 - 2)(1 - 4)(21 - 5)0 ~ _ 3 P {- 3 

+ 5X 14X 18(1 + 1)(1 + 2)(21 + 3)(1- 3)(/- 4)(2/- 7)0 { ___ 21P {-I 

+ 90(1 + 2)(21 + 5)(1- 2)(/- 3)(/- 4)(2/- 3)(2/- 5)(2/- 7)P {- 30~ 

+ 5(21 + 3)(1 - 2)(1 - 3)(1- 4)(21 - 3)(2/- 5)(2/- 7)(7/2 - 81 - 69)p {~41 0 /1/(1 + 1)2 

+ (I - 2)(1 - W(I - 4)(21 - 3)(21 - 5)(21 - 7)(6/ 3 - 3/ 2 
- 761 - 67)P {~52 0/ 2/(1 + 1 )2(1 + 2)2 

+ (4/\1'3)(1 + 2)2(1 + 1)2(1- 2)(1 - 3)2(1- 4)(2/- 3)(21 - 5)(21- 7)(21 + W(21 + 5)(31 - 13)0 {- 3 = 0, 

- 2(1 + 3)(1 + 2)2(1 + 1)2(1- 1)(2/- 3)(21 + 3)Z(21 + 5)0 {~Z5P {- 5/(/_ 3)(1- 4)2 

+ 25(1 + 3)(1 + 2)2(1 + 1)(1 - 1)(1 - 2)(21 - 7)(21 + 3)2(21 + 5)0 {~14P {- 4/(1 - 3f 

- 150(1 + 3)(1 + 2)2(1 + 1)(/- 2)(21- 3)(21 + 3)(21 + 5)(1- 4)0~ _ 3P {- 3 

+ 30X42(1 + 2)(1 + 1)(21 + 3)(1- 3)(/- 4)(2/- 7)0 {- 3p~ 

+ 150(1 + 3)(1 + 2)(21 + 5)(1- 1)(/- 2)(/- 3)(/- 4)(21- 3)(2/- 7)P {- 30~ 

+ 25(1 + 3)(21 + 3)(1- 1)(/- 2)(/- 3)(/- 4)(2/- 3)(2/- 7)(2/2 - 3/- 23)p {~41 0/ 1/(1 + 1)2 

+(/-l)(I-2)(/-3)(/-4)(2/-3)(2/-7)(8/4-16/3-170/z+ 178/+ 1005)p{~520{+2/(/+ 1)(1+2)2 

(2.11) 

(2.12) 

(2.13) 

(2.14) 

+ (4/\1'3)(1 + 3)(1 + 2)2(1 + 1)2(1- 1 )(1- 2)(1 - 3)(/- 4)(21 + 3)2(21 + 5)(2/- 3)(2/- 7)(4/2 - 321 + 65)0 1- 3 = 0, (2.15) 
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I (I + qz(21 + 1)(21 + 3)(1- 3)0 i+:.-lsP 1- s /(/- 4)2 - 51 (I + 1)(2/ + 1)(2/ + 3) 

X(2/- 7)0~_4P 1- 4 - 451 (I + 1)(2/ + 1)(1- 4)0 i-=-13 p 1- 3 + 45(1 + 1)(1- 3) 

X (I - 4)(21 - 7)P 1-=-310 1- I - 5(21 + 1)(1 - 3)(1 - 4)(21 - 7)(21 - 9)P 1- 40 ~ 

- I (I - 4)2(1 - 3)(21 - 7)(21 - 9)P I~SI 0 /1/(1 + 1)2 = 0, (2.16) 

- (I + qz(l + 2)(21 + 3)(1- 2)(21- 5)0 I~ISP I-s/(/- 4)2 + 15(/ + 1)(/ + 2)(21 + 3) 

X(/- 2)(2/- 7)07- 4P 1- 4 + 135(1 + 1)(1 + 2)(2/- 5)(1- 4)0 1-=-13p 1- 3 + 180(/ + 1) 

X (/- 4)(21- 7)0 1-=-22P 1- 2 + 5(1- 2)(/- 3)(/- 4)(2/- 5)(2/- 7)P 1- 40 ~ + (/- 2) 

X(/- 3)(/- 4)2(2/- 5)(2/- 7)P 1-/10/1/(1 + 1)2 = 0, (2.17) 

- 3(1 + 1)2(1 + 2)(21 + 3)(21 + 5)(1- 2)(/- 3)(21- 3)0 I~\P 1- s/(/_ 4f + 10(1 + 1) 

X(I + 2)(21 + 3)(21 + 5)(2/- 3)(2/- 5)(2/-7)07-4P 1- 4 + 270(1 + 1)(1 + 2)(21 + 5) 

X(/- 2)(/- 4)(21- 5)0 1-=-13p 1- 3 - 1260(1 + 1)(/- 3)(/- 4)(21- 7)0 1-=-31p I-I 

+ 10(21 + 5)(1- 2)(/- 3)(/- 4)(2/- 3)(2/- 5)(2/- 7)P 1-40~ + 3(1- 2)(/- 3) 

x(I- 4)(2/- 3)(2/- 5)(2/- 7)(12 - 21- 13)P I~SI 0 /1/(1 + 1)2 = 0, (2.18) 

(/- 3)1 (I + 1)(21 + 3)0~_ sP 1- s + 5(2/- 7)(21 + 3)10 1-=-14p 1- 4 + 451 (1- 4) 

X 0 1-=-23p 1- 3 + 5(/- 3)(/- 4)(2/- 7)P 1-=-410 1- 1_ (1- 3)(1 - 4)(1 - 5)(2/- 7)P 1- sO~ = 0, (2.19) 

(2/- 5)1 (I + 1)(1 + 2)(21 + 3)0~_ sP 1- s + 15(1- 3)1 (I + 2)(21 + 3)0 I-=-\P 1- 4 

- 1801 (/- 4)0 1-=-32p 1- 2 + 15(/- 3)(1 - 4)(2/- 5)(1 + 2)P 1-=-410 1- I - (I - 3)(1- 4)(/- 6)(2/- 5)(21 + 5)P 1- So ~ = 0, (2.20) 

(21 + 3)(1 + 1)(/- 3)0 I-=-ISP 1- s - (1- 3)(/- 4)(2/- 7)P I-=-Sl 0 1- 1+ 5(21 + 3)(2/- 7)0 1-=-24p 1- 4 + 45(/- 4)0 1-=-33P 1- 3 = 0, 
(2.21) 

(/- 1)(1 + 1)0 I-=-ISP 1- s - (/- 4)(/- 6)P I-=-Sl 0 1- 1+ 5(/- 1)0 ,-=-24p ,- 4 + 5(/- 4)P ,-=-i 0 ,- 2 = 0, (2.22) 

(/ + 1)0 1-_2SP ,- S - (/- 4)P ,-=-S2 0 1- 2 + 50 ,-=-34p ,- 4 = 0, 

P ,-=-~O ,- 3 _ 0 ,-=-3
SP 1- S = 0. 

3. DISCUSSION 

It has been originally pointed out by Hughes and Yade
garll that it is always possible to turn an I-lowering shift 
operator into an I-raising one and vice-versa by a formal 
change of the parameter I in the definition of that shift opera
tor. This property can be expressed by the operator equali
ties P ,- k = P"- ,_ I and 0 1- k = 0 k_ 1_ I • On account of 
these equalities the relations established in the present paper 
can be simply transformed into relations among product op
erators that raise I by 1,2, ... or 8 units. 

Moreover, every relation among product operators 
which shift I to 1+ s can be turned immediately into another 
relation (or exceptionally the same) of similar kind by carry
ing out the following operations: 

(i) the parameter I in the coefficients and in these only is 
formally replaced by - 1- s - 1, 

(ii) each operator product of the form P 7 + jO I (j + k = s), 
respectively, 0 1+ kP 7, is replaced by the product 0 1+ kP7, 
respectively, P7+ j O I, 
(iii) shift operators occurring linearly in the relation are kept 
unchanged. 
The proof of the validity of this transformation, which we 
shall denote by "1--. -1- s - I", has been given 
elsewhere. 12 

1343 J. Math. Phys., Vol. 24, No.5, May 1983 

(2.23) 

(2.24) 

In the present results, we discover a very simple rule for 
the total number of independent relations among product 
operators of the type P7 + jO I or 0 1+ kP7. Indeed, if2n(s) is 
the total number of "mixed product operators" [this means: 
nisI P 7 + j 0 f operators and nisI 0 1+ k P 7 operators; 
j + k = s1, the number of independent relations among those 
mixed product operators is given by nisI, and the number of 
product operators appearing in one relation is nisI + 1. How
ever, because of our transformation rule we did not have to 
construct all nisI relations. If nisI is even, we explicitly con
structed n(s)/2 independent relations; the other n(s)/2 inde
pendent ones can then be deduced by the transformation 
"1--. -1- s - 1". If nisI is odd, we explicitly constructed 
[nisI + 1]/2 independent relations. In the latter case also one 
of the expressions turns into itself by the transformation rule 
"1--. - 1- s - 1" [hence, again nisI independent ones exist]. 

The fact that the number of product operators appear
ing in one relation is nisI + 1 also implies that it is impossible 
to construct a relation consisting of 0 1+ k P 7 operators (re
spectively, P7+jO f operators) exclusively. This could point 
out that there is always a commutator of an 0 7-operator and 
a P 7-operator hidden in one relation. Further investigations 
showed that certain linear combinations of our expressions 
could result in relations that are built up with a "sort of 
commutators." For the case s = 0, for instance, we have set 
up the following expression: 
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II + 3)(/ + 4)(21 + 5)(21 + 7)(2l + 9)[ 07,P?] 

+ 15(1 + 3)(/ + 4)(21 + 3)(21 + 9) 
(/ + 1)2 

X(OI'~\PI+l_PI~\O/I) 

+ 30(1 + 1)(21 + 5)(21 + 9) 
(I + 1)2(1 + 2f 

X (0 - 2 P + 2 _ P - 2 0 + 2) + 30 (l + 1 )(2l + 3) _ 
1+2' '+ 2' (l + W(l + 2)2(1 + 3f 

(3.1) 

However, since those kind of relations were of no direct use 
for further application, we did not bring them all under the 
commutatorlike form. 

In a following paper, we shall demonstrate how the ap
propriate use of the relations between mixed product opera
tors leads to very general formulas for the 07 -eigenvalues 
and eigenstates, even for I-degenerate states. 
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APPENDIX: THE COMMUTATION RELATIONS [q'l'PI'] 

[qo,P±d = + ;3 q ±3' [q±2,PnJ = + V2
1
V3 q+l' 

1 1 
[q±I,P±2] = ± V2V3 q ±3, [q±3'P+S] = ± V2q+2' 

[q±l,ptd = ± 2~7q±2' [q±],P+4] = ± ;2 q + p 

[q±I,PF4] = + ;2 qp , [q±3,p+d = ± ;3qo, 

[q±"p:p] = + V2
1
V3 Q+2' [Q±3'P,p] = ± V2~3Q±I' 

[ ] 0 [ ]_+ 5 q±I,P+2 =, Q±3,P+l - - 2V3V7 Q±z, 

[q±I,P+l] = ± V2~~V7QO' [Po,Q±]] = + 2V~V7Q±3' 
[ ] _ V5 [ ] + 2 
q±2,P±1 = + 2V3V7 Q±3' PO,Q±2 = - V3V7 Q±z, 

[Q±2'P+S] = ± ;2 Q+ 3 ' [Po,q±d = + 2V~V7q±I' 
[q±2,P+4] =0, [Po,Qol =0. 

The not-mentioned commutators are all trivially zero. 7H. E. De Meyer and G. Vanden Berghe, J. Math. Phys. 21, 2635 (1980). 
"G. Vanden Berghe and H. E. De Meyer, J. Math. Phys. 22. 2326 (1981). 
"G, Vanden Berghe, H. E. De Meyer, and J. Van der Jeugt, J. Math. Phys. 
22,2332 (1981). 'G. Vanden Berghe and H. E. De Meyer, J. Math. Phys. 21, 1902 (1980). 

2H. E- De Meyer and G. Vanden Berghe, J. Math. Phys. 21,1906 (1980). 
'H. E. De Meyer and G. Vanden Berghe, J. Math. Phys. 21,1913 (1980). 
4G. Vanden Berghe and H. E. De Meyer, J. Math. Phys, 21. 1967 (1980). 
'H. E. De Meyer and G, Vanden Berghe. J. Math. Phys, 21,1973 (1980). 
6G. Vanden Berghe and H. E. De Meyer, J. Math. Phys. 21, 2632 (1980), 
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IOH. E. De Meyer, G. Vanden Berghe, and]. Van der Jeugt, J. Math. Phys. 
23,1223 (1982). 

"J. W. B. Hughes and J. Yadegar, J. Math. Phys. 19. 2068 (1978). 
12G, Vanden Berghe, H. E. De Meyer, and J. Van der Jeugt, Lett. Nuovo 

Cimento 33, 120 (1982). 
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Shift operator techniques for the classification of multi pole-phonon states. 
XII. 0/ eigenstate and eigenvalue determination in R(7) 

J. Van der Jeugt,a) G. Vanden Berghe, and H. E. De Meyerb
) 

Seminarie voor Wiskundige Natuurkunde, Rijksuniversiteit-Gent Krijgslaan 281-S9, B-9OOO Gent, Belgium 

(Received 10 February 1982; accepted for publication 26 March 1982) 

On account of previously derived relations between quadratic shift operator products of the type 
PI + k 07, 0 7+ jP I, and 0 7+ j 0 I in the group R(7), part of the eigenvalue spectrum of the scalar 
shift operator 0 ~ is derived in closed form. The corresponding eigenstates which are closely 
related to the octupole-phonon state vectors are defined in terms of angular momentum lowering 
shift operator actions upon the maximum angular momentum state. In the case of I-degenerate 
states the relation between the previously constructed P ~ eigenstates and the denved 0 ~ 
eigenstates is discussed. A short comment on a numerical method for 0 ~ eigenvalue 
determination is included. 

PACS numbers: 63.20.Dj, 02.20.Nq, 02.30.Th 

1. INTRODUCTION 

In two previous papers'·2 (to be referred to as V and VI) 
we have obtained relations which connect quadratic pro
ducts of the shift operators 07 (Ik 1.;;3), built up with R(7) 
group generators. In V four independent relations have been 
constructed among the R(3) scalar operators 0/-/k07 
(I k I.;; 3), V *, and the scalar shift operator P ~ built up out of 
the G2 generators. The R(3) nonscalar extension (VI) leads to 
eight independent relations among products of the type 
01+ kO 7 (UI, Ik 1.;;3; - 5<J + k <0). In a preceding paper3 
(to be referred to as XI) mixed product operators of the type 
P 1+ k07 and 07+ j P I (Ik 1.;;3; Ijl .;;5) were introduced with 
P I shift operators within the G2 group. 
In the present paper we want to derive formulas expressing 
the 0 ~ eigenvalues and eigenstates. The obvious method to 
do this consists in using the scalar and non scalar relations 
(V.2.5-V.2.8 and VI.3.1-VI.3.8), as was the case for R(5) (see 
Ref. 4) and G2 •

5 However, in the present investigation there 
are additional problems. Indeed, the scalar and nonscalar 
relations between the product operators 0 1+ k 0 7 also con
tain an operator of the type PI + k. This means that the P ~ 
eigenvalues and the action of the P 7 upon states have to be 
known before one can start with deriving the 0 ~ eigenvalues. 
On the other hand, the commutator [p~,On is not identi
cally zero. As a consequence, the constructed eigenstates of 
P ~ will not be eigenstates of 0 ~ in general. Considering these 
problems, it was practically impossible to calculate the 0 ~ 
eigenvalues for degenerate states exclusively out of the rela
tions (V.2.5-2.8) and (VI.3.1-3.8). Therefore, the relations 
between mixed product operators were introduced in the 
preceding paper. 3 Since they also contain the P 7 operators, 
and since the P ~ eigenvalues are known in general for 
3v - 5.;;1.;;3v (see Ref. 5, to be referred to as X), this will 
enable us to calculate the O~ eigenvalues for the same 1-
interval. Furthermore, we may assume for alII that the pre
cise number of degenerate states is known in advance. 

alResearch assistant N.F.W.O. (Belgium). 
blResearch associate N.F.W.O. (Belgium). 

The eigenvalues of P~ are denoted by a~!/, where i takes 
on integer values between one and the number indicating the 
I-multiplicity of states with seniority v and angular momen
tum I. In a somewhat modified form we can write formula 
(X.1.2) as 

°1 I (i) Ii) I I Ii) P / v, ,au,! = a u,/ v, ,au./ . (1.1) 

In X closed expressions for all eigenvalues a~!/ with 
3v - 5.;;1.;;3v have been constructed. In the following sec
tions we shall derive closed expressions for the eigenvalues of 
O?, denoted by f3 ~!/' Hence, we write 

0 °1 1,[Jlll) f3l i
) I 1f3(i) I V, v,l = v.1 V" v,l , (1.2) 

where the states Iv,!,[J ~!/) form a set of orthonormalized ei
genstates of 0 7. Proceeding as in X, we introduce the coeffi
cients b ~i _ k [I,U)] by means of the following formula: 

0- kl v 1,[J1i) ) 
I , vtl 

The additional labels a~!/ or f3 ~!/ will be omitted whenever 
Iv,!) is not degenerate. 

2. THE HIGH ANGULAR MOMENTUM STATES AND 
THEIR EIGENVALUES 

The determination of the eigenvalues f3u,3v of the nondegen
erate maximum angular momentum states Iv,3v) 
(v = 0,1,2, ... ) must be obtained out ofEqs. (V.2.5) and 
(V.2.6). Indeed, we know that the states Iv,3v - 1) and 
Iv,3v + i) Ii = 1,2,3) do not exist. So, if we let Eqs. (V.2.5) 
and (V.2.6) act upon Iv,3v), and multiply on the left by 
(v,3vl, we immediately obtain on account of the normaliza
tion of states a system of two quadratic equations in the un
known f3v,3v' This yields as a unique solution the expression 

!3v.3v = - ~~ v(2v + 1)(3v + 1)(3v + 2). (2.1) 

In the application of the mixed relations presented in XI, we 
shall explicitly use the property that the non degenerate 
states Iv,3v), Iv,3v - 2), and Iv,3v - 3) are eigenstates of 
both P ~ and O~. The derivation of !3v.3v _ 2 eigenvalues is a 
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first example where we can make use of relations between 
these product operators of the mixed type. If we let Eqs. 
(XI.2.2) and (XI.2.3) act on Iv,3v), and eliminate the term 
o 3~ ~ 3P 3-;; 31 v,3v), we obtain 

{
(3V+ I)(v+ 1)(2v+ 1)(6v+5)0 +2 p- 2 

v2(3v _ If 3v-2 3v 

- 126(3v - 1)(6v + I)O~vP~v 
- 36~V2(3v - 1)(6v - 1)(3v + I)(v + I) 

x(6v+ 1)(2v+ 1)(6v+5)0~v}lv,3v) =0. (2.2) 

Since the av.3v,/3v.3v' and av,3v- 2 [3v] values [defined as in 
(X.I.I)] are already known, it follows from Eq. (2.2) that 

(v,3vI0 3~ ~ 21v,3v - 2) 

- 12~V2(3v - 1)(3v + I)[(v - 1)(2v - 1)(3v - I)] 1/2. 
(2.3) 

Making use of the Hermiticity properties of shift operators 
(VI.2.1), one obtains out of (2.3) 

b".3v_2[3v] = (v,3v-21 0 3-;;2Iv,3v) 

= - 4vGv2(3v - I)(3v + I)(6v + 1) 
x [(v - I)(3v - 1)/(2v - 1)] 1/2. (2.4) 

It should be noticed that the sign of bv,3v _ 2 [3v] is unambi
guously determined once a phase convention for av,3v _ 2 [3v ] 
is adopted [see (X.2.7)]. 

The elimination of the operators 0 1"=-35 PI" 5, 

o 1"=-24 P 1- 4, and 0 1"=-13 P 1- 3 out of Eqs. (XI.2.9), (XI.2.I 0), 
(XI.2.II), (XI.2.12) leads to a new relation which we let act 
upon the Iv,3v) state, i.e., 

{ - 5(3v + 1)(3v + 2)(v + 1)(2v + 1)(6v + 5)0~v_ 2P 3-;; 2 

+5v(3v-I)(6v-I)(v+ 1)(6v+5)P3-;;20~v 

+ 105(3v - 1)(3v + 2)(2v + 1)0 3-;; 2p~v 

- ~v(3v - 1)(6v - 1)(3v + 1)(3v + 2)2(V + I) 

X(2v + If(6v + 5)0 3-;; 2}lv,3v) = O. 

Taking into account (2.4), (X.2.3), (X.2.6) and (X.2.7), 
(X.2.5), and (2.1) one can immediately derive that 

(2.5) 

[3v.3v - 2 = - (ji~/,J5)v(3v - 1)(2v + 1)(3v - S) (v>2). 
(2.6) 

The calculation ofthe eigenvalue expression for [3v.3v- 3 pro
ceeds in exactly the same manner as for [3v.3v _ 2' First of all, 
from Eq. (XI.2.2) follows the explicit expression of the ma
trix element (v,3vI0 3~~ 31v,3v - 3), from which we derive, 
taking~nto account the phase convention (X.2.12), 

b".3,,][3v] = (v,3v- 310 3-;;·1Iv,3v) 

= ISJ3v2(3v - 1)(3v - 2)(6v + I) 
X[(v-l)(v-2)(2v-I)(6v-I)/ 
X(6v-5)]1/2. (2.7) 

Out ofthe relations (XI.2.14), (XI.2.I5), and the 
"1--+ - 1- s - I" transformed relation (XI.2.13) (the trans
formation rule" 1--+ - 1 - s - I" is explained in XI and Ref. 
6) we can eliminate the product operators 0 1"=-25 p 1- 5 and 
o I"=-~P 1- 4. Letting the obtained result act upon Iv,3v), and 
using (2.7), (X.2.1O), and (X.2.14), one finally obtains 

[3v.3v _ 3 = - (ji~/vl5)(2v - I)(9v3 - ISv2 
- 43v + 6) 

(v> 2). (2.S) 

To complete the Iv,3v - 3) analysis, we give the expression 
for the remaining matrix element, which is straightforward
ly deduced by suitable combination of the relations (XI.2.5-
2.S): 

bv.3v - d3v - 2] = (v,3v - 310 3-;;~ 21v,3v - 2) = - 2 :~ (3v - 2)(9v + 1)(2v - I)[(v - 2)(3v - 1)(6v - 1)1(6v - 5)]'12. 

(2.9) 

It has to be noticed that, as was the case for av,3v _ 3 [3v] and av,3v _ 3 [3v - 2] [see (X.2.S) and (X.2.9)], b",3v _ 3 [3v] and 
bv.3v _ 3 [3v - 2] also vanish when v = 2, showing that the particular state 12,3) does not exist. For this reason v = 2 has been 
excluded already in (2.S). 

3. ANALYSIS OF THE / = 3v - 4 STATES 

It is known that, for v> 3, a twofold degeneracy exists. In X it was possible to define two orthonormal states as the 
eigenstates of P ~v _ 4' i.e., I v,3v - 4, a~~L _ 4 ) and Iv,3v - 4, a~~L _ 4 ). But since 0 ~ and P ~ do not commute, these states will 
not be eigenstates of 0 ~v _ 4' However, by the aid of the relations introduced in XI, we can calculate the action of 0 ~v _ 4 on 
such states, which we can formally denote as 

O~v _ 41v,3v - 4,a~~L _ 4) = ,uulv,3v - 4,a~~L _ 4) + ,univ,3v - 4,a~:L _ 4)' (3.1) 

o ~v _ 41v,3v - 4,a~~L _ 4) = ,u21Iv,3v - 4,a~~L _ 4) + ,u22Iv,3v - 4,a~:L _ 4)' (3.2) 

Once these results are achieved, the calculation of the [3 ~~3V _ 4 and of the eigenstates I v,3v - 4, [3 ~\v _ 4) is obvious. A first 
equation useful in the derivation of the,uij coefficients in (3.1) and (3.2) is found by eliminating the 0 3;; ~ 5 P 3-;; 51 v,3v) and 
o 3-;' ~ 3P 3-;' 3Iv,3v) terms out ofEqs. (XI.2.16), (XI.2.IS), and the "1--+ -I - s - I" transformed Equation (XI.2.17), all acting 
upon the Iv,3v) state, i.e., 

0 0 _ 1+) = - ji~ (3v - 2) (I2v4 _ 16v3 _ 99v2 + 102v + 5)1 + ) _ ji~ (3v - 2) ffl _ ), 
3v 4 vi 5 (2v - 1) vi 5 (2v - 1) 

(3.3) 
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where r is defined in (X.3.5), and I + ) and I - ) are shorthand notations for 

I ± ) = a~~L _ 4 [3v] Iv,3v - 4,a~~L_ 4) ± a~~L _ 4 [3v] Iv,3v - 4,a~~L _ 4)' (3.4) 

It is possible to derive from the relations in XI, which shift the I-value with - 4 and - 2, a second useful equation, namely 

00 I - ) = Ji/3 (3v - 2) {(720v6 _ 5184v5 + 12408v4 - 16320v3 + 7841v2 
3v-4 vl5 (2v - 1) 

+ 760v - 25)1 + )/[r - (12v4 - 88v3 + 141v2 - 120v + 5)1 -)}. (3.5) 

The,uij coefficients in (3.1) and (3.2) follow directly from (3.3)-(3.5). The eigenvalueofO~v _ 4 can be deduced as well from Eqs. 
(3.3)-(3.5). One finds 

{/3~\V_4 : - ..ry; (3v-2)!(6v3 -23v2-v-5)+(-1)i- Irrl (i=1,2),(v>3), 

r - 144v4 _ 720v3 + 1740v2 - 660v + 25. 

The eigenstates of O~" _ 4 are expressible in terms of the eigenstates of P ~v _ 4 as follows: 

Herein A = (A ij) is the matrix of an orthogonal transformation: 

All = (lIJi) [1 + ( - 144v5 + 936v4 
- 1992v3 + 3030v2 - 655v - 25)1[r rrl 1/2, 

..1,12 = (lIvl2) [1 - ( - 144v5 + 936v4 
- 1992v3 + 3030v2 

- 655v - 25)1[r rrl 1/2, 

..1,21 = ..1,12 and ..1,22 = - All' 

(3.6) 

(3.7) 

(3.8) 

(3.9) 

Again it is possible to exploit only the relations of the mixed type to extract the b ~~3v _ 4 coefficients which agree with the phase 
convention fixed in X for the a~\v _ 4 coefficients. Without going into the details of the straightforward but lengthy calcula
tions, we just mention the following results: 

b ~~3V _ 4 [3v - 2] = 6Ji/3(v - 1)(3v - 1)(3v - 2)[(3v - 2)(6v - 1)(2v - 1)/(6v - 7)] 1/2 

X ((2v3 - 8v2 + 6v + 5) + (- l)i-l( - 24v5 + 156v4 
- 382v3 + 640v2 - 680v + 175)lrrI I/2 , (3.10) 

b ~\v _ 4 [3v - 3] = 3 ~~ (v - 1)[(2v - 1)(3v - 1)(3v - 2)(6v - 5)/(v - 2)(6v - 7)] 1/2 

X ((108v4 - 344v3 - 259v2 + 1036v - 12) + ( - 1)i-I(1296v6 
- 11208v5 + 30192v4 

- 21758v3 

- 3049v2 
- 13460v + 5820)lrr1 1/2

, (3.11) 

whereby r has the same meaning as in (3.6). 
In order to complete the discussion of the Iv,3v - 4) states, we can draw attention upon the fact that, for v = 3, 

A II = 1 and ..1,12 = O. 

This shows that the unique nondegenerate 13,5) state, which is an eigenstate of Pt _ 4' is also an eigenstate of 0 ~v _ 4' and we 
can write 

P~V_413,5) = a 3.5 13,5), 0~v_413,5) =/33,513,5), 

where 

a 35 = -25 X3X5/3 

and 

3 Ji/3 /335 = - 2 X3x7--. 
, vl5 

4. ANALYSIS OF THE / = 3v - 5 STATES 

(3.12) 

(3.13) 

The analysis ofthe Iv,3v - 5) states is quite analogous to that of the Iv,3v - 4) states in Sec. 3. Combining the suitable 
relations of XI, and using the results of X, we end up again with two equations (v> 4) 

1347 

0~v_51 +) = - Ji/3 {(54v5 
- 171v4 + 21v3 

- 551v2 + 977v - 270)1 +) + 5ffl- )}/(3v + 1), 
vl5 

O~v_ 51 - ) = Ji/3 {(1458v7 
- 24462v6 + 2376v5 + 148770v4 

- 304728v3 + 264352v2 - 97706v 
vl5 

+ 12100)1 + )/ff - (54v5 
- 333v4 - 114v3 + 979v2 

- 988v + 222)1- )}/(3v + 1), 
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where V' is defined in (X.4.1), and I + ) and I - ) are short-hand notations for 

I ± ) = a~~~v - 5 [3v] I v,3v - 5,a~~L _ 5) ± a~:L _ 5 [3v 11 v,3v - 5,a~:~v _ 5 ). (4.3) 

Out of these equations, the calculation of the /3 ~!3v _ 5 is straightforward: 

{/3~!3V- 5 = - ~ :~ [(36v4 - 180v3 + 29v2 + 133v - 48) + ( _ l)i- 1#], 

t/J = t/J = 2916v6 
- 324v5 + 1197v4 + 18798v3 - 41927v2 + 20176v + 64 (v>4,i = 1,2). 

(4.4) 

Once again we could also report on the b ~!3v _ 5 values. However, since the way of solving this problem is completely analogous 
to the 1= 3v - 4 case, we do not like to insist on these results here. To finish the analysis of alII v,3v - 5) states we have still to 
consider the two particular cases v = 3 and v = 4. However, as was the case in the derivation oftheP7,5 the formulas (4.4) hold 
for v = 4 as well as for v = 3; since the b ~\v _ 5 's have not been reported, one cannot check for which superscript the /3 ~\v _ 5 

produces the exact v = 3 and v = 4 eigenvalue. Nevertheless, this problem will be solved by means of an alternative method, 
presented in the following section. 

5. A NUMERICAL DERIVATION OF THE at EIGENVALUES 

In some previous papers7
,8 we have shown that the quadrupole R(3) scalar shift operator could be expressed in a 

biquadratic form in the generators ofR(5). By an analogous reasoning one can verify that 07, introduced for the R(7) group in 
V, can be expressed as follows: 

(5.1) 

The R(7) generators (b 3+ b3)3 and (b 3+ b3)1 are denoted here in terms of the octupole phonon creation and annihilation 
operators, In order to derive numerical eigenvalues of 0 7 the right-hand side of (5.1) has to be brought into the so-called 
canonical form introduced in Ref. 9, i.e., 

( I; yl2

07 = _ 22.32.50 + 22.32.50g + 22.3.170~ + 2.3.5.110: - 22.3.5.11O~ 

- 2.3 2.7.29/11O~: - 23.33.52.7/(11.13)Og~ - 2.33.72.17/(11.13)0 ~~ 

+ 2.32.113/11O~: + 33.70~~ + 33.5.1l/230:~ + 22.32.11.13/170:; 

- 34.50 ~~ + 22.35.5.7V5/(11.13)(0~~ + 0 ~~) + I 17.470gjg + 97.7980 ~~g - 294.070gj~ + 43.6850 ~:~ - 28.7880m 

+ 16.2950g~: -176.630~:: -12.7100~~: -11.081Om -232.970g~~ 

- 237.290~~~ + 82.8200~:~ + 74.1160~:; + 27.7150m + 123.030:~~ 
- 22.70:~~ + 43.0460:;:g - 2.330~~:~ - 236.43(0~~g + o~~g) 
+ 124.14(0~~~ + O~j~) + 128.11(0~~: + O~j:) - 211.15(0~~: + O~j:) + 42.965(0~j: + o~i:) 
+ 375.22(0~j~ + 06j~) + 62.696(0~!~ + 06~~) - 29.860(0~!~ + Om) - 54.765(0~~: + Oi~~)· (5.2) 

The coefficients of the fourth-order terms are numerically 
derived and are by this only accurate up to the fifth digit. 

The expression (5.1) can now be applied to previously 
constructed octupole-phonon states. 10 These calculations 
involve quite a lot of tedious Racah algebra, which we shall 
not discuss here. Examples of similar calculations, but for 
the quadrupole case, have been given elsewhere. 7 As long as 
the considered states are non degenerate with respect to the 
angular momentum value, the numerically constructed 
states 10 are also eigenstates of 0 7 and the derived eigenval
ues are in accordance with the results (2.1), (2.6), (2.8), and 
(3.13). If, however, an n-fold degeneracy occurs the action of 
07 given in (5.2) upon one ofthe numerically derived states 10 

provides us with a linear combination of the n existing states. 
Let us treat as an example and as a test for the expression 
(5.2) the case of the two v = 4,1 = 8 (3v - 4) states. The state 
vectors which are simultaneous eigenvectors of the phonon 
number operator N, the R(7) Casimir operator V *, the angu
lar momentum L 2, and its projection 10 have been construct
ed in Ref. 10 a:-ld can be denoted by 
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I 
14,8)1 = 0.4115310,3,2,5,8), (5.3) 

14,8)2 = - 0.1036510,3,2,5,8) + 0.3057410,3,4,6,8). (5.4) 

The kets on the right-hand sides of(5.3) and (5.4) are defined 
in formula (2.1) of Ref. 10. After lengthy numerical calcula
tions, where computer assistance is unavoidable, the appli
cation of (5.2) to (5.3) and (5.4) gives the following results: 

( 
15 ) 1/2 0 2 0 1 14,8), = - 3861.314,8) 1 - 1037.414,8)2' (5.5) 

( I; )'120714,8)2 = _ 1037.414,8), + 3441.314,8)2' (5.6) 

Due to the fact that 07 is a Hermitian operator, one expects 
that 

a condition, which within the accuracy of our numerical cal
culations, is fulfilled. It is now a matter of straightforward 
calculation to determine out of(5.5) and (5.6) the Iv = 4,8 
f3 ~~8) orthonormalized wavefunctions which are simulta-
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neously eigenstates of N, V·, L 2,10 , and 0 7, together with the 
corresponding eigenvalues. The following results have been 
obtained: 

{3~~8 = ( 125 y/2( _ 210.0 + (- 1)i- 13795.8) (i = 1,2)(5.7) 

and 

Iv = 4,1 = 8,/3~.k) = 0.1379714,8)1 - 0.9904414,8)2' (5.8) 

Iv = 4,1 = 8,{3~U = 0.9904414,8) 1+ 0.1379714,8)2' (5.9) 

The exact result for the 07 eigenvalues follows from (3.6) 
and is 

{3~:8 = ( 1
2
5 yll( _ 210 + (- 1)i-13W16 009) (i = 1,2), 

showing that the numerical result is very close to the exact 
value, namely within 10-5 of relative difference. 

By this method we also found 

{33,4 = ( :5) IIl( - 294) and {34.7 = ( }25 ) IIl( - 3276). 

It is easy to verify numerically that these values correspond 
to the {3 ~~L _ 5 (v = 3,4) eigenvalues as given in (4.4). 

6. CONCLUSION 

We have shown that by a suitable combination ofrela
tions between scalar and nonscalar shift opertor products in 
R(7) part of the eigenvalue spectrum of the scalar shift opera
tor 07 and the corresponding eigenvectors can be derived. It 
has become clear that this could only be achieved after hav
ing knowledge of the P7 eigenvalues and P7 shift actions. 
Since these last results are only derived up to the case 
1= 3v - 5, we also have limited our investigation here at this 
point. 

From group-theoretical principles one knows that the 
reduction of symmetric irreducible R(7) representations to 
R(3) yields a three missing label problem. In our investiga
tion of the classification of octupole-phonon states we have 

1349 J. Math. Phys., Vol. 24, No.5, May 1983 

considered two R(3) scalars P7 and 07. Generally these op
erators do not mutually commute. This follows quite clearly 
from (XI.3.1). As a consequence we could not diagonalize 0 7 
and P7 simultaneously, and thus no set of orthogonal 
phonon states could be generally constructed such that they 
should be eigenstates of both 07 and P 7. Moreover, P 7 and 
07 applied to any state with total angular momentum 0 or 1 
yield zero eigenvalues. This can be verified from their explic
it forms. 

The shift operator terms which we have considered in 
the present series of papers have all the special form to be 
composed of one component of a R(3) tensor representation 
and a number of generators Ii (i = 0, ± ) ofR(3). Ifwe like to 
construct and to investigate other scalars in the R(7) reduc
tion to R(3) with the present techniques their terms should be 
certainly composed with the help of two or more compon
ents of the available R( 3) tensor representations. This investi
gation falls outside the scope of the present work. 
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The Chandrasekhar-Page angular functions for the Dirac equation in the Kerr-Newman 
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then iterated by the method of Blanch and Bouwkamp. 
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1. INTRODUCTION 

In 1976 an important advance was made in understand
ing processes involving black holes when Chandrasekhar l 

separated the Dirac equation in the Kerr geometry and when 
Page2 and independently Toop3 separated the Dirac equa
tion in the Kerr-Newman geometry. This separation has 
been obtained more directly by Carter and McLenaghan4 

using Carter's symmetric tetrad for the Kerr-Newman ge
ometry. In addition, Carter and McLenaghan have shown 
the existence of a generalized angular momentum operator 
which commutes with the Dirac operator for the Kerr-New
man geometry. 

However, discussion of the rate at which massive Dirac 
particles are emitted by charged rotating black holes has 
been hindered by the absence of a satisfactory method of 
obtaining the separation constant A. which is to be deter
mined as the eigenvalue of the coupled system of first-order 
equations 

(~ + aosin () + ~ + ~cot ())Sl/2((}) 
d(} sm () 

= - (A. - a.ucos () )S-l/2((}) 
and 

(~ - aosin () - ~ + !cot ())S-l/2((}) 
d(} sm () 

= (A. + a.ucos () )Sl/2((}) 

(1) 

(2) 

for the angular functions Sl/2((}) and S -l/2((})' These func
tions and their defining differential equations were originally 
introduced in a slightly different notation by Chandrasek
hat l in his analysis of the uncharged case. However, as Page2 

and also Toop3 discovered, the same equations are also valid 
for the charged case. Here a is the Kerr parameter and.u is 
the rest mass of the Dirac particle, expressed, along with all 
other quantities in this paper, in the Planck units described 
in Page. 5 We take the time and azimuthal dependence in the 
form exp(ilTt + im¢ ), where IT is the energy as measured at 
infinity and m (half an odd integer) is the axial angular mo
mentum. The quantities (), ¢, and t here are the Boyer and 
Lindquist coordinates for the Kerr-Newman metric.6 

-) Permanent address: School of Computing Sciences, The New South Wales 
Institute of Technology, P. O. Box 123, Broadway 2007, Australia. 

h) Present address: Department of Mathematics, Clarkson College, Pots
dam, New York 13676. 

The difficulty of determining A. is only accentuated if, 
following Chandrasekhar and Page, we eliminate Sl/2((}) to 
obtain the second-order equation 

1 d (. () ds ) a.usin () ds ----sm - + -
sin () d(} d(} A. + a.u cos () d(} 

+ [q _ alTCOS (})2 _ (m -.! cos (})2 
sm () 

- ~ - alTm - a if + -, 2 2....2 _a!...-.u..!..o(! .... c_Os_(}_-_a-=os_in_
2
_(}_-_m..--.!....)] 

4 A. + a.u cos () 
- a2.u2cos2(} + A. 2]S = 0 (3) 

for S = S-l/2((})' Since this equation has an apparent singu
larity (Ince7

, p. 406) at cos () = - A. /a.u, the eigenvalue ap
pears nonlinearly and a straightforward expansion of S in 
terms of cos (}by the Frobenius method leads to a seven-term 
recurrence relation, and even if the appropriate behavior at 
the irregular singular point is taken out, a four-term recur
rence relation remains. 

Now since the angular functions Sl/2((}) and S-l/2((}) 
reduce to the appropriate Teukolsky spin weighted angular 
spheroidal functions when.u = 0 and since Fackerell and 
Crossman8 have shown that three-term recurrence relations 
may be obtained for the coefficients in suitable expansions of 
the Teukolsky functions, we are led to ask whether there is 
some way of expanding the Chandrasekhar-Page angular 
functions so that the expansion coefficients satisfy a three
term recurrence relation. 

The purpose of this paper is to derive such expansions 
for Sl/2((}) and S -1/2((}) and to use the resulting three-term 
recurrence relation to develop continued fraction techniques 
for the determination of A. in terms of m, alT, a.u, and the total 
angular momentum} of the particle. We first became aware 
of the possibility of carrying out this program when one of us 
(C.M.C.) showed that Eq. (3) could be manipulated to give 
rise to a third-order equation for S which led to three-term 
recurrences. This treatment is described in the Appendix. 
However, it then became clear that an easier treatment was 
possible starting directly from the first-order equation (1) 
and (2). 

A brief outline of the remainder of the paper is as fol
lows: Sections 2 to 4 describe the necessary transformations 
ofEqs. (l)and(2), the solutions when a = 0, the expansion of 
the solutions in terms of hypergeometric polynomials, and 
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the derivation of the three-term recurrence relation. The 
transcendental equation for A is then derived in Sec. 5 and 
the enumeration of the angular momentum modes is dis~ 
cussed in Sec. 6. Some special solutions of the transcendental 
equation for A are discussed in Sec. 7 and a general power 
series for A is obtained in Sec. 8. Finally, Secs. 9 and 10 cover 
the use of the iteration scheme of Blanch and Bouwkamp 
and discuss the results of the numerical calculations. 

2. TRANSFORMATION OF THE DIFFERENTIAL 
EQUATIONS 

We have found it convenient to introduce a new inde~ 
pendent variable 

x=!(I+E.cos8) 

whereE. = m/lml, and to introduce the new dependent var
iables 

U(x) = x -PI2(} - x) - (p+ l)12S 1/ 2, 

and 
V(x) = (1 - x) -p12X - (p + 1)/2S_l/

2
, 

where 
p=Elm-~=lml-!· 

Then U (x) and V(x) satisfy the coupled differential equations 

[(I - X)! - (p + 1) - 2E 1aoil - X)] U(x) 

(4) 

and 

[x! +P+I+2E1ao-x]V(x) 

= - EI [A - E1aj.l(I - 2x)] U(x). (5) 

3. SOLUTIONS FOR a = 0 

The key to our goal of obtaining expansions that give 
rise to a three-term recurrence relation for the coefficients is 
to expand U(x) and V(x) in terms of the solutions ofEqs. (4) 
and (5) when a = O. It is convenient to introduce the func
tions 

Q n+ (x) = 2F.( - n,n + 2p + 2,p + I,x), 

Q n- (x) = 2F.( - n,n + 2p + 2,p + 2,x), 

where 2F.(a,b,c,x) is the usual Gauss hypergeometric func
tion. Solutions for a = 0 are then given by 

and 

U(x) =QJ(x) 

AN(O) _ 
V(x) = ---QN(X), 

p+l 

with eigenvalue 

A =AN(O) = E,,.(N + p + 1), 

where 
E ... = sgnA, 

and N is a nonnegative integer. 

(6) 

The hypergeometric polynomials Q n+ and Q n- satisfy 
a number of useful identities, inclUding 
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Q n+ (l - x) = ( - I)n n + p ~ I Q n- (x), 
p+ 

Qn-(I-x)=(-I)" p+I Qn+(x), 
n +p+ 1 

[(I-X) ! -P-I]Qn+(X) 

= _ (n + p + I fQ - (x), 
p+1 n 

[x ! +p+ I]Qn-(X)=(P+ I)Qn+(x), 

and the recurrence relations 

(I - 2x)Q n+ (x) = 2(n + 22P + 2
3
) Q n++ 1 (x) 

n+ p+ 

(2p + I)Q n+ (x) nQ n+- 1 (x) 
+ +, 

(2n+2p+I)(2n+2p+3) 2n+2p+1 

(1-2x)Qn-(x)= (n+2p+2)(n+p+2) Qn-+I(X) 
(n + p + 1)(2n + 2p + 3) 

(2p + I)Q n- (x) 

(2n + 2p + 1)(2n + 2p + 3) 
n(n + p)Q n-- 1 (x) 

+ , 
(n+p+ 1)(2n+2p+ I) 

xQn-(x)= (p+I) [-(n+2P +2)Q+ (x) 
n + p + I 2(2n + 2p + 3) n + • 

(2p + I)(n + p + I)Q n+ (x) 
+---------

(2n + 2p + 1)(2n + 2p + 3) 

nQ n+-. (x) J 
+ 2(2n + 2p + I) 

and 
(I - x)Q n+ (x) 

= _1_[ (n + 2p + 2)(n + p + 2) Q - (x) 
p + I 2(2n + 2p + 3) n + 1 

(2p + I)(n + p + 1)2Q n- (x) 
+-----=---~~ 

(2n + 2p + 1)(2n + 2p + 3) 

_ n(n + p)Q n-- 1 (x) J. 
2(2n + 2p + I) 

(7) 

(8) 

(9) 

(10) 

(11) 

(12) 

(13) 

4. EXPANSIONS FOR U(x) AND V(x) AND DERIVATION 
OF THE RECURRENCE RELATION 

Since S. d1T - ()) is known to be a multiple of S -I d()) 
it follows that V (x) must be a multiple of U (I - x). Thus if we 
expand U (x) in terms of the Q n+ (x) as 

'" 
U(x) = I CmQ/(x) (14) 

,,=0 

it follows from Eq. (7) that 

V(x)=K i (-I)" (n+p+I)CnQn-(x), (IS) 
n~O p+1 

where K is a constant. In fact, K is determined by the require
ment that the recurrence relation arising from substituting 
Eq. (14) and (IS) into Eq. (4) be identical with that arising 
from Eq. (5). In order to obtain the recurrence relations it is 
necessary to use the identities (8) and (9) and the recurrence 
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relations (10)-(13). We find that the two recurrences are 
identical provided K 2 = 1, and the choice 

K = - ( - ItEIEA 

then ensures that the eigenvalue for a = 0 agrees with that of 
Eq. (6). We consequently obtain the unique three-term recur
rence relation 

5. TRANSCENDENTAL EQUATION FOR A 

The advantage of the three-term recurrence relation 
(16) over recurrence relations with more than three terms is 
that it can be written in terms of continued fractions. This 
provides a simple and accurate method for calculating the 
separation constant A by means of a transcendental equa
tion, and such a technique was used very successfully by 
Fackerell and Crossman8 in their study of Teukolsky's spin 
weighted angular spheroidal functions. In this technique an 
initial value for A is obtained by a series expansion which is 
then improved by an iteration technique. 

We start by writing Eq. (16) as 

enCn+ 1 -PnCn +gnCn_1 =0, 

where 

and 

e = n 

(n + I)E 
---'-_--'--.:....1 _ [ au - ( - I)N + n E A aJi ] , 
2n+2p+3 

Pn = - (n + P + 1) + EA( - It+ nA 
(2p + I)EI 

(2n + 2p + 1 )(2n + 2p + 3) 
X [2au(n +p + 1) + (-It+ nEAaJi], 

(n + 2p + I)E gn= l[au+(-I)N+nEAaJi ]. 
2n+2p+I 

We next define 

Dn = en _ I Cn/Cn _ 1 

so that Eq. (17) becomes 

Dn+1 =Pn +qn/Dn' 
where 

(17) 

(18) 

(19) 

(20) 

(21) 

The form ofEq. (20) is such that it can be written as the finite 
continued fraction 

D qn qn-I ql 
n+1 =Pn +-- -, (22) 

Pn - 1 + Pn - 2 + + Po 
which terminates at the ql/Po term because qo is zero as a 
consequence of Eqs. (18) and (21). 
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Equation (20) can also be rearranged to give 

Dn =qn/(-Pn +Dn+tl, 

which then becomes the infinite continued fraction 

D =~ qn+1 
n _ Pn + - Pn+ I 

(23) 

We now equate the two continued fractions (22) and (23) 
[with the substitution n~n + 1 in (23)] to obtain the tran
scendental equation for A. With n = N this equation is 

(24) 
-PN+I + -PN+2 + 

Before we evaluate A it is convenient to introduce the 
parameters 

a =a(u-Ji) 

and (25) 

/3 = a(u + Ji) 

because then the rotation parameter a of the hole and the 
energy uofthe Dirac particle appear in Eq. (24) only through 
a and /3. Provided they are not too large, a and /3 would thus 
make very convenient parameters for expanding A in a pow
er series because the coefficients in such an expansion would 
depend only on the angular momentum quantum numbers 
of the Dirac particle in the gravitational field of the hole. The 
magnitudes of a and /3 are discussed in Sec. 8. 

When EA = + 1, the quantities Pn of Eq. (19) can be 
expressed in terms of a and /3 as 

PN+ 21 = - GN+21 - EN+2I a - FN+21/3 + A, 

for 1 = 0, ± 1, ± 2,··., 

where 

and 

EN+ 21 = (2p + I)EI/2(2N + 2p + 41 + 3), 

FN+21 = (2p + I)EI/2(2N + 2p + 41 + 1), 

G N + 21 = N + 21 + P + 1, 

P N + 21 + 1 = - G N + 21 + 1 

- E N+21 + la - FN+ 21 + 1/3 -A, 
where 

EN+ 21+ 1 = (2p + I)E/2(2N + 2p + 41 + 3), 

FN+21+ 1 = (2p + I)EI/2(2N + 2p + 41 + 5), 

GN+21 + 1 =N+2/+p+2. 

In addition, the quantities qn from Eq. (21) become 

qN+21 =RN+21/32, 
where 

R N+21 = (N + 2/)(N + 2p + 2/)/(2N + 2p + 41 + 1)2 

and 

qN+21+1 =RN+21+la2, 
with 

R N+21 +1 =(N+2/+ I)(N+2p+2/+2)/ 

(2N + 2p + 41 + 3t 
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The continued fractions in Eq. (24) thus exhibit the interest
ing structure of successive terms alternating in a 2 andp2. 

When E" = - 1 the expressions for Pn and qn are dif
ferent from those above, but it is not necessary to consider 
this case separately. This is because a and p interchange in 
P nand q n when the sign of E" is changed and in addition the 
sign of A changes. We thus have the symmetry 

A ( - l(aP) = - A ( + '( p,a). (26) 

6. ENUMERATION OF THE ANGULAR MOMENTUM 
MODES 

In physical applications of the present theory, for exam
ple the emission of leptons from rotating black holes, the 
physical processes must be summed ov~r all the angular mo
mentum modes that make a significant contribution to the 
total. Here we enumerate the angular momentum modes and 
connect the parameter N with the angular momentum quan
tum numbers of a Dirac particle in a spherical electric field. 

The angular momentum eigenstates for the Dirac equa
tion are discussed in most standard texts on relativistic quan
tum mechanics,9 and in the spherical case when a = 0 Eq. (3) 
reduces to 

1 d (. dS) ---- s1OO-
sin 0 dO dO 

+ [A 2 _ (m - !cos 0)2 _ ~]S = O. 
cosO 2 

This is the angular part of the Dirac equation in Minkowski 
space-time with a spherical potential for which the eigenval
ues are9 

A=}(j+ 1)-/(/+ 1)+!. (27) 

where) is the total angular momentum of the particle and / is 
the orbital angular momentum. The total angular momen
tum is a positive half-odd integer and there are two helicity 
states in which} and / are related by 

}= / ±!. (28) 

In addition, the axial angular momentum m satisfies 
- }<m <}in integer steps, and when} = / + ! therearesolu

tions for / = 0,1,2, ... but when} = /- ! there is no solution 
for / = O. 

As a consequence of(27) and (28),9 

A = (j + !)sgn(j - I) 

= ± (j + !), (29) 

so that A is an integer. Equation (29) is consistent with the 
expression (6) provided 

N=}-JmJ, 

and the fact that A is an integer when a = 0 was the reason 
for introducing N in Eq. (6). Note that the sign of A in the 
nonrotating case labels the two helicity states in Eq. (29). 

7. THE CASE a = 0 

When a = 0 the eigenvalue A can be obtained analyti
cally from either the recurrence relation (16) or the transcen
dental equation (24) since then both continued fractions ter
minate. The case a = 0 corresponds physically to a particle 
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that is marginally bound to the hole because the energy 0', 

which includes the rest mass f..l, is then equal to f..l. 
We consider both cases E" = ± 1 explicitly here and 

note that the structure of the solution is clearer when the 
original notation of the recurrence relation (16) is used. 

When E" = + 1, Eq. (16) reduces to 

[
N + P + 1 _ A + (2p + I)E1af..l ]C

N 
2N+2p+ 1 

2(N + 2p + I)E laf..l C = 0 
+ 2N+2p+ 1 N-I , 

2NE1af..l C
N 

2N+2p+l 

(30) 

_ [N +p +A + (2p + I)E1af..l ]C
N

_
I 

= 0, (31) 
2N+2p+ 1 

since every coefficient other than C N _ I and C N can be set to 
zero. Equations (30) and (31) lead to a quadratic equation for 
A, specifically 

(A - !)2 = (N + p + !)2 + (2p + I)E1af..l + a2f..l2, 

which gives 

A =! + [(N + p + !)2 + (2p + I)Elaf..l + a2f..l2p12. (32) 

When N = 0 this simplifies to 

A = p + 1 + Elaf..l. (33) 

For E .. = - 1 it is necessary to consider the two cases 
N = OandN>Oseparately. WhenN = OEq. (16) reduces to 

[p + 1 + A + 2p + 1 Elaf..l] Co = 0, 
2p+ 3 

and since Co T'= 0 this gives 

2p + 1 
A = - P - 1 - E laf..l. 

2p+ 3 
When N> 0 the relevant equations are 

[
N 2 _ A (2p + 1 )af..l ] C 

+p+ + 2N+2p+3 N+I 

2(N + 2p + 2)Elaf..l C _ 0 + N- , 
2N+2p+3 

2(N + I)Elaf..lC 
2N+2p+3 N+I 

- [N + P + 1 + A + (2p + I)E laf..l ] C N = 0, 
2N+2p+3 

and consequently 

(34) 

A =! - [(N + P + ~f + (2p + I)E1af..l + a2f..l2] 112. (35) 

The above expressions (32H35) for A all reduce to Eq. (6) 
when the hole is nonrotating. 

8. GENERAL SERIES EXPANSION 

The general series expansion for A has the form 
R S 

A = L L Crsarps, 
r=Os=O 

(36) 

where the coefficients Crs depend only on E .. , N, and m, but 
we only keep terms up to and including R + S = 5. Written 
out explicitly, this expansion is 
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A = Coo + Cal f3 + Coz f3 z + CQ3f33 + C04f3 4 + Cos f3 S 

+ ClOa + Cllaf3 + C12af3 z + C13af3 3 + C14af3 4 

+ Czaa
z + Czla

zf3 + C22a
zf3 z + C2 p Zf3 3 

+ C30a 3 + C31a 3f3 + C32a3f3z (37) 

+ C40a
4 + C41a 4f3 

+ Csoas. 

We now discuss the magnitudes of a and f3 that will be 
required for a study of rotating holes. Since the rotation pa
rameter a is a = a. M where the dimensionless parameter a. 
satisfies O,,;;a. ,,;; 1 and M is the mass of the hole, it follows that 
a = a. (Mu - Mf1) and f3 = a. (Mu + Mf1). In the nonrotat
ing case Page 10 finds the maximum power is emitted for lep
tons near Mu = 0.2 and that for Mu = 1.0 the power is re
duced from its maximum value by a factor of ;:::: 106

. 

Although rotation of the hole is likely to have some effect on 
these results, it is unlikely that values of Mu considerably 
greater than 1.0 would be required to obtain the significant 
part of the spectra for rotating holes. Since u;;'f1 for massive 
particles that escape to infinity, it appears that only values of 
a and f3 of the order of unity or less will be required to study 
most physical processes. Consequently, a and f3 are suitable 
expansion parameters for A. 

The most practical way to calculate coefficients Crs is to 
define the higher order coefficients recursively in terms of 
the lower order ones. The structure of the continued frac
tions in Eq. (24) is such that a knowledge of all coefficients up 
to (r,s) = (R - 2,S) and (r,s) = (R,S - 2) is sufficient to si
multaneously determine the four coefficients with 
(r,s) = (R - I,S - 1),(R - I,S),(R,S - 1),and(R,S).Inaddi
tion, the fact that both continued fractions in Eq. (24) termi
nate when either a or f3 is zero means that expressions can be 
written down for an arbitrary number of coefficients in the 
first row and column of the expansion. 

The coefficients in the first row follow directly from 
Eqs. (32) and (33) and, with the notation introduced in Sec. 5, 
we have for N;;.O 

Coo = GN , 

Cal =FN , 

and for N> 0 

Coz = N(N + 2p)/(2N + 2p + 1)3, 

with 
[s/2J 

Cos = ~(GN + GN - I) I asm 
m=O 

for s > 2. Here [s/2] is the integer part of s/2 and 

G sm = C ~~)(s ~ m)2s
-

2m 

X(FN + FN __ I r- 2m(GN + GN_ I )-S 

X [(F N + F N _ I )Z + 4R N r· 
When N = 0, Cas = 0 for all s;;.2. 

The first column expansion is obtained from Eq. (24), 
which reduces to 

A - GN - ENa = RN+ la2/(A + GN+ 1+ EN+ la) 

when f3 = O. This is a quadratic in A whose positive root is 
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A =H(GN-GN+I)+(EN-EN+da] 

+!/[GN-GN+ I +(EN +EN+ I )a]2 

+ 4RN+ I a 2 1 112, 

and which can be expanded to give, for N;;.O, 

C IO = EN' 

Czo = (N + I)(N + 2p + 2)/(2N + 2p + 3)3, 

and for r> 2, 
[r/2J 

CrO = !(GN + GN + I) I brm , 
m=O 

where 

brm = C ~~)(r ~ m)2r-Zm(EN + EN+ I r -2m 

X(GN + GN+ I )--r[(EN + EN+ I f + 4RN+ I r· 
Three other coefficients are relatively simple and are 

worthwhile writing out explicitly. These are CII , which is 
always zero because of the quadratic dependence of the con
tinued fractions on a andf3, and C21 and C IZ' which are given 
by 

(N + I)(N + 2p + 2)(2p + I)EI 

(2N + 2p + 3)3(2N + 2p + 1)(2N + 2p + 5) 

and 

N(N + 2p)(2p + I)EI 

(2N + 2p + 1)3(2N + 2p + 3)(2n + 2p - 1) 

The remaining coefficients in the expansion (37) can now be 
expressed recursively in terms of the above coefficients, but 
before writing them down it is convenient to define the fol
lowing quantities: 

and 

X OI = (FN + FN+ I )I(GN + GN+ I)' 

-I[ RN+ 2 (FN -FN+ 2)] 
XQ3=(GN +GN+d C03 + (G

N
-G

N
+

2
)Z ' 

YIO = (EN + EN_ I )I(GN + GN_ I)' 

YOI = (FN + FN_ I )I(GN + GN_ I ), 

_ I [ R N - dF N - F N - 2) ] 
Y21=(GN+GN_I) C21 + (G

N
-G

N
_

2
)2 ' 

-I[ R N
_

I
] YZO = (GN + GN _ I ) C20 - , 

GN -GN _ 2 

Y02 = CO2/(GN + GN_ I)' 

Y12 = C12/(GN + GN - I)' 

ZIO = (EN + EN+ I )I(GN + GlV + I)' 

Zzo = Czol(GN + GN+ I)' 

Z21 = C2 /(GN + GN + I)' 

-I[ RN+ 2 (EN -EN+ 2 )] 

Z12=(GN +GN+ I ) C12 + (G
N

-G
N

+
2

)2 

Suffern, Fackerell, and Cosgrove 1354 



                                                                                                                                    

In terms of these quantities we have 

and 

E" = - 1 satisfy C~s-I = - C~: I. Note that for the first two 
sets of coefficients N = 0, and that apart from C IO' the sec
ond row is zero as a consequence of Ro = 0. 

As is evident from Table I, the magnitudes of Crs de
crease rapidly as r + s increases, although the decrease is not 
always monotonic. This behavior is of great assistance in the 
numerical evaluation of A since it means that very accurate 
values of A can be obtained from the expansion (37) [up to six 
significant figures, see Sec. 10.] when a and {3 are small com
pared with unity. Even when a and {3 are of order unity the 
expansion (36) converges very rapidly as R + S is increased. 

9. THE ITERATION SCHEME OF BLANCH AND 
BOUWKAMP 

The iteration scheme of Blanch II and Bouwkamp 12 can 
be used to improve the value of A when the series (37) does 
not give an accurate enough value for use in numerical calcu
lations. This can typically occur when a and {3 are of order 
unity or larger and, in particular, when the resulting value of 
A is small compared with unity. The scheme is discussed in 
Flammer l3 and we describe it here specifically for the tran
scendental equation (24). 

We start by writing (24) as 

U (A ) + V (A ) = 0, (38) 

where 
RN 

C I4 = - (Y12 - 2YIO Y02 + 3YIOY~I)· 
GN +GN _ I U (A) = P

N 
+ ~ qN - I 

PN-I +PN-2 + 
Table I displays the expansion coefficients in Eq. (37) 

rounded to six significant figures for the angular momentum 
modes with E" = + 1 and (j,m) = (!,!), (~,~), and (1,~). Be
cause of the symmetry relation (26) the coefficients with 

TABLE I. Typical expansion coefficien ~ S Crs ' 

1.000000 

0.166667 

0.7407411-1) 

-0.8230451-2' 

-0.9144951-JI 

0.508053 I· 31 

3.000000 

0.357143 

0.174927 (-II 

-0.178497 (-21 

0.138426 (-JI 

-0.520400 (-SI 

5.000000 

0.318182 

0.135237i-l; 

-0.782361 (-3 

0.286342 (-41 

0.267182 (-G) 

0.500000 

0.000000 

-0.1481481-1} 

0.329218 (-21 

0.548697 (-31 

0.500000 

0.000000 

-0.194363 (-2\ 

0.396660 (-31 

-0.461421 (-41 

0.388889 

0.000000 

-0.809108(-.J) 

0.936158(-4, 

-0.5139481-S1 

0.000000 

O. 000000 

-0.987655 (-31 

-0.642759 (-3J 

j ~ 5/2 

0.000000 

0.000000 

-0.308514 (-41 

-0.4035291-41 

j ~ 9/2 

0.9602201-21 

-0.8729271-]1 

0.126534 (-3, 

-0.267375(-S: 
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m = ~ 

0.000000 

0.000000 

0.9876541-41 

m ~ 5/2 

0.000000 

0.000000 

0.158542 (-41 

m ~ 7/2 

-0.829819 (-J) 

0.150876 (-JI 

-0.609217 (-51 

and 

V(A)= -

0.000000 

O. 000000 

O. 000000 

O. 000000 

0.6146811-41 

-0.167640 (-41 

0.000000 

-0.354137 i-51 
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If A. (I) is an approximate value of A. obtained from the 
series (37), a correction c5A. (I) can be obtained from (38) be
cause 

UtA. (I) + 8A. (I)) + VIA. (I) + 8A. (I)) = 0, 

and consequently 

UtA. (I)) + V (A. (I)) + 8U(A. (I)) + 8 V (A. (I)) = 0. (39) 

Toevaluate8Uwe useEq. (20) withn replaced by Nand note 
that when a variation 8A. is made to A. the resulting variation 
in DN+ I is 

This process can be iterated, but only a finite number of 
times since we are dealing with the finite continued fraction 
with qo = 0. For N> 1 we obtain 

[ 

N 1- I q ] 
8U=8DN+1 =€;.8A. 1 + I~I IIo D~:~r ' (40) 

and when N = 0, UtA. ) is equal to Po with the result that 

8U = 8DI = €;.8A.. (41) 

If we denote V (A. ) by H N + I so that H N + I satisfies 

HN+ 1= - qN+ 1/( - PN+ 1+ HN+2 ), 

then a variation of A. in this expression results in 

H2 
8HN+I =~(€,,8A.(I)+8HN+I)' 

qN+ I 

This may now be iterated to give 

00 1 H2 
8HN + I =€,,8A.(1) 2: IT ~ (42) 

1=lr=1 qN+r 

for N>O, because in this case there is no limit to the number 
of iterations. 

The correction to A. (I) is now obtained by combining 
Eqs. (39)-(42), and there results 

Po + VIA. (I)) OA. (I) = _ €" _-=--"-'---'-_-'--_ 
00 1 H2 

1+2: IT~ 
1=lr=1 qN+r 

(43) 

for N = 0, and for N> 1 

OA. (I) = 

Once A. (I) has been calculated from either of the above ex
pressions the process can be iterated with A. (i + I) = A. (i) 

+OA. (i). 

In expressions (40)-(44), the quantities DN _ r are, in ob
vious notation, the finite continued fractions 

qN-r-1 !lJ. 
DN- r =PN-r-I +----

qN-r-2 + +Po 
for O<r<N - 1, and the quantities HN + r are the infinite 
continued fractions 

qN+r 

for r> 1. 

1356 J. Math. Phys., Vol. 24, No.5, May 1983 

10. RESULTS 

We have calculated some values of A. for the five lowest 
angular momentum modes for which j = ! to ~. For each 
helicity state €" = ± 1 two pairs of values for a and f3 were 
used, specifically (a,{3) = (0.01,0.02) and (0.5,1.0), and the 

TABLE II. Eigenvalues \ for the 5 lowest angular momentum modes for 
selected values of 0. and S. 

E, +1 0.01 0.02 

'"i 1/2 3/2 S/2 7/2 9/2 
m '\ 

-9/2 4.98591 

-7/2 3.98611 4.98905 

-5/2 2.98643 3.99009 4.99218 

-3/2 1.98700 2.99197 3.99406 4.99531 

-1/2 0.98834 1.99567 2.99730 ].99803 4.99845 

1/2 1.01167 2.00435 3.00273 4.00180 5.00158 

3/2 2.01300 3.00815 4.00596 5.00471 

S/2 3. 01357 4.00993 5.00784 

7/2 4.01389 5.01096 

9/2 5.01409 

" + 1 D. S 1.0 

"(i 
m'" 

1(2 3/2 S/2 7/2 9/2 

-9/2 4.29756 

-7/2 3.30870 4.46676 

-5/2 2.32657 3.52651 4.63150 

-3/2 1.35984 2.63036 3.73453 4.79235 

-1/2 0.44058 1.84225 2.90717 3.93475 4.94973 

1/2 1.59764 2.22587 3.17408 4.13127 5.10533 

3/2 2.65654 3.43391 4.32468 5.25934 

5/2 3.68229 4. S1500 5.4106S 

7/2 4.69685 5.55956 

9/2 5.70622 

-1 '-::'.01 e = 0.02 

~ -~-"-~~~~~~~~------- .. --- ... -'---
1(2 3/2 5(2 

-9/2 

-7/2 

-S/2 

-3/2 

-1/2 

1/2 

3(2 

S/2 

7/2 

9(2 

-0.99170 

-1. 00836 

-2.98786 

-1. 98901 -2.99273 

-1. 99636 -2.99759 

-2.00369 -3.00245 

-2.01101 -.LOO730 

-3.0121S 

-1 n.5 

-4.98682 

-3.9B72~ -4. ge975 

-3. ':)':lOBR -4. '~92f,'l 

-.3.9'1454 -4. '-l95',2 

-3.9gBl9 -4. QyH55 

-4.00184 -5. ()()148 

-4.00')4') -S.00440 

-4. (A,9l4 - ~. (107 1.3 

-.1. 0127R -5. C1102(, 

_ .... (Ll11e 

,-------- ---------------_._. 

?\ 
-9/2 

-7/2 

-5/2 

-3/2 

-1/2 

1/2 

3/2 

5/2 

7/2 

Q/Z 

1/2 

-0.67315 

-1.47645 

3/2 S/2 7/2 9/7 

-4.34936 

-1.17371 _4.50494 

-2.41349 -3.56913 -4.657<)b 

-1.48903 -2.67521 -L 75867 -4.80756 

-1.87948 -2.92301 -). ':l4 336 -4.9')::'13 

-2.23549 -3.16265 -4.12446 -5.10083 

-2.57663 -3.39585 -4.3U255 -').2447'! 

-3.62219 -4.47702 -5.38684 

-4.64856 -').52717 

-S.6h583 
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results are shown in Table II. Several values of A for the 4 ~-----r-----.------

higher angular momentum mode with} = ¥ were also calcu
lated and these are shown in Table III. In each case the series 
(37) was used to obtain the initial estimate for A, which was 
then iterated by the Blanch-Bouwkamp scheme until 18,.1. I 
A 1< 10- 7 or a maximum of five iterations. Ten terms were 
kept in the infinite sums in the expressions (43) and (44), since 
increasing the number beyond 10 had no effect on A. to seven 
significant figures. 

For (a,/3) = (0.01,0.02) the difference between the val
ues of A. calculated with (37) and the iterated value was at 
most one part in the seventh significant figure. In fact, for 
these small values of a and fJ the three-term expansion 

A.=GN+ENa+ENfJ 

gives six-figure accuracy for the range of} and m in Tables II 
and III. The series (37) is naturally not as accurate for 
(a,/3) = (0.5,1.0) but, even so, the error in Tables II and III 
was only about one part in the fifth significant figure. This is 
a result of the rapid decrease in I Crs I as r + s increases. 

An interesting situation occurs for larger values of a 
and fJ, where A. can be zero for certain angular momentum 
modes. For example, it is readily seen from Eq. (33) that A. 
can be zero when N = 0 and a = 0, since setting A. = 0 in this 
equation gives fJ = - € 1(2p + 2). Consequently, 

fJ= 2} + 1 

when €I = - 1 because then m = -} when N = 0 and so 
p =} -!. Fora = Oandm = - } there is thus one value offJ 
for which A. is zero for every value of). This behavior is not 
restricted to a = 0, and for m = -} = -! and 
m = -} = -~, Fig. 1 shows the curves in the (a,/3) plane 
along which A. = O. An infinite number of similar curves ex
ist for higher values of m = -}. 

As the A. = 0 curves are approached the series (37) be
comes progressively less accurate until quite near the curves 
the series gives no significant figures at all. However, this 
does not prevent the iteration (43), with an absolute error 
criterion of 18A.I < 10- 7 from calculating A. to four significant 
figures in three iterations or less, provided IA. I > 10-2

• Al
though (37) does not give accurate values of A. near A. = 0, it 

TABLE III. Selected values of A for the angular momentum mode with 

J "" 21/2 

+1 

ex "" O. 01 S = 0.02 (l =0.5 S ~ 1.0 a = O. 01 S ~ 0.02 Ct =0.5 S~l.O 

-21/2 10.9854 10.2722 -10.9859 -10.2954 

-17/2 10.9892 10.4159 -10.9886 -10.4343 

-13/2 10.9910 10.5583 -10.9913 -10.5721 

-9/2 10.9938 10.6996 -10.9940 -10.7090 

-5/2 10.9965 10.8400 -10.9966 -10.8849 

-1/2 10.9993 10.9789 -10.9993 -10.9799 

1/2 11. 0007 11.0481 -11. 0007 -11. 0472 

5/2 11. 0035 11.1861 -11. 0034 -11.1900 

9/2 11. 0063 11.3231 -11. 0061 -11.3140 

13/2 11.0090 11. 4592 -11.0087 -11.4461 

17/2 11.0118 11.5944 -11. 0114 -11.5776 

21/2 11. 0146 11.7287 -11.0141 -11.7082 
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3 

a.=p 

2 3 
a. 

FIG. I. Curves in the la"B) plane along which A is zero for the angular 
momentum modes with E A = I, and ij,m) = 1112, - 112) and (3/2, - 3/2). 
For each mode, A is positive below the curve and negative above it. It is only 
values of a and f3 such that f3>a that are physically significant. 

does predict the positions of the two A. = 0 curves in Fig. 1 to 
withinfJ$O.02. 

For N>O and A. = 0 Eq. (32) gives 

fJ= - (2p + 1)€1 + [1- 4N(N + 2p + 1)]112, 

from which it is obvious that no real positive values of fJ exist 
when a = O. There is no numerical indication that the situa
tion is different for a > 0, with the most likely result that for 
€,<, = + 1 the only modes to exhibit A. = 0 are those with 
m = -). A similar situation exists for €,<, = - 1, where Eq. 
(34) gives 

fJ = (2) + 1)(j + 1)1} 

when N = 0, a = 0, and A. = O. An inspection of Eq. (35) 
readily shows that there are no modes with N> 0 and A. = 0 
when a =0. 

As a check on the accuracy of the series (37) and the 
subsequent Blanch-Bouwkamp iteration the eigenvalue was 
calculated with an effective expansion order of R + S = 8 by 
working directly with Eq. (24). The denominators of the con
tinued fractions in this equation contain series of the form 

R S 

D = I I Arsarps, 
r=Os=O 

and the calculation of A., which was performed by computer, 
used an algorithm 14 for calculating the coefficients B rs in the 
corresponding expansion of 

R S 

D -I = I I BrsarfJS. 
r=Os=O 

The resulting expressions for A. were then recursively substi
tuted into Eq. (24) in the same manner as used in Sec. 8 for 
the evaluation of the coefficients Crs • (This program simply 
automated the procedure used in Sec. 8 and allowed more 
terms to be included than could be calculated by hand.) 
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Computationally this was very inefficient, but after applica
tion of the Blanch-Bouwkamp iteration there were no differ
ences in the values of A in Tables II and III to six significant 
figures. 

11. CONCLUSIONS 

Along with the separation of the Dirac equation in the 
Kerr-Newman background by Chandrasekhar, Page, and 
Toop, a necessary step in the study of the quantum mechani
cal processes of massive Dirac particles near rotating black 
holes is the calculation of the separation constant ,.1.. The 
double series expansion (37) derived in this paper for A in 
terms of the parameters a and/3 [defined by Eq. (25)] is very 
accurate considering the small number of terms involved, 
giving typically four to six significant figures for the values of 
a and/3 that are physically important. A reason for this accu
racy is the rapid decrease in magnitude of the coefficients in 
the expansion as the order of the terms increases. When 
greater accuracy in A is required than given by the series (37) 
the iteration method of Blanch and Bouwkamp is very effec
tive in improving the values of A to at least six-figure accura
cy. 

With an algorithm for calculating A now available it is 
possible to study the emission of massive Dirac particles 
from rotating black holes in a manner similar to the way 
Page 10 studied their emission in the nonrotating case. In ad
dition, the expansions (14) and (IS) for the angular functions 
as series of hyper geometric polynomials, and the three-term 
recurrence relation (16) for the expansion coefficients will be 
useful in any investigation of the analytic properties of the 
angular functions. 

APPENDIX 

In the introduction it was stated that a three-term re
currence relation could be derived from a third-order differ
ential equation related to Eq. (3). In fact it is possible to 
derive such a third-order equation for functions related to 
either Sl/z(O) or S -l/z(O), so we introduce the notation S lei, 

where E = ± I and Siel = Sl/z(O) if E = + I and 
S 1<1 = S _ I/z(O ) if E = - 1. We also introduce the new inde
pendent variable 

z = ~(I + EEICOS 0), (AI) 

and a new dependent variable w(z) defined by 

w(z) = (1 + cos 0) - 11I21e ,lm - 1112lel 

X (I - cos 0) - 11/2Ie ,lm + 11I2J<le - «,yeos Os lei, (A2) 

where as before E I = sgn m and where 

r = Ez(a/3)IIZ, ~ = + 1. (A3) 

Then w(z) satisfies the second-order ordinary differential 
equation 

z(l - z)w" + [4rz(1 - z) -! - (1 + Elm)(2z - 1) 

_ 2allz(1 - z) ]w' + 1,.1. 2 - a21l2 - r 
all(2z - 1) - EI,.1. 

X [1 + 2(1 + Elm)(2z - 1)] 
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- 2aom + Elau(2z - I) - (Elm + !)2 - r 

X 4allz( 1 - z) + all 
all(2z - I) - EI,.1. all(2z - I) - EI,.1. 

X [(2Elm + l)z + 4E l auz(1 - z)] Jw = O. 

If we take the combination 

(A4) 

~(A4) + I (A4) 
dz lElA 

z -:1 - 2all 

(r + Elaul( 1 + EJ,.1.) + Elm - ~ 
+ all (A4) 

z 

we obtain the required third-order ordinary differential 
equation, namely, 

z(1 -z)w'" 

+ [2p + 2 + A + ( - 3p - 5 + 4r - A )z - 4rz2] w" 

+ [p( P + I) : (p + I)A + ,.1.2 _ a21l2 + r(6p + 8) 

- 2EJaup - (p + 1)(3p + 4) 

- (4r - 2p - 3)A + ( - 8r(p + 2) - 4rA )z]w' 

+ [(P + A)(,.1. 2 - a21l2 + 2)(r

z

- EJau)(p + I) - (p + 1)2 

- 4r(p + l)(p + 2 +A )]w = 0, (AS) 

where, as before,p = Elm -! and 

A = (r + EJau)(1 + EJ,.1. lall)· 

If we attempt to solve this equation with the expansion 

w = ko + k JZ + kzZz + ... 
we obtain the three-term recurrence relation 

(n+ l)(n+p+ l)(n+p+A)kn+ 1 + [-n(n+p+A) 

X (n + 2p + 2 - 4r) 

+ n(,.1. 2 _ aZllz + r(2p + 4) - 2E laup - (p + 1)2) 

+ (p +A)(,.1. Z - aZll z + 2(r - Elau)(p + I) 
- (p + I)Z]kn - 4r(n + p)(n + p + 1 + A )kn -I = O. 

(A6) 
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A solution of the vacuum field equations ofthe Brans-Dicke theory of gravitation admitting a 
particular group of motions is found out. The solution is of interest because it is supposed to be at 
variance with Machian ideas of inertia. 

PACS numbers: 98.80.Dr 

I. INTRODUCTION 

There have been different formulations of Mach's prin
ciple originally inspired by the coincidence of the inertial 
frame and the rest frame of distant stars. It led to the idea 
that inertia arises in some way from the interaction between 
different bodies. As an extension of this idea it was some
times demanded that there should be no regular space-time 
devoid of all matter. A somewhat weaker formulation was 
that there should not be any non-Euclidean space-time if 
there is no matter. 

An apparently contrary example in the general theory 
of relativity was given by Taubl-his metric was spatially 
homogeneous, i.e., admittted a group of motions with three 
spacelike Killing vectors. He obtained a solution of the equa
tions Rl'v = ° and though there were singularities, he argued 
that they could not represent matter because the singular 
points were equivalent to regular points under a transforma
tion belonging to group of motions. Such solutions were 
looked upon as non-Machian. 

In the present paper, we have addressed ourselves to the 
corresponding problem in Brans-Dicke theory. True, recent 
observational studies on the change of periods of pulsars 
have apparently ruled out this theory, yet from the pedagog
ic point of view, it is interesting to investigate how this the
ory, commonly believed to be more consistent with Machian 
ideas than general relativity, stands so far as the Taub test is 
concerned. We present here a solution of vacuum Brans
Dicke equations which admits four linearly independent 
Killing vectors and thus the space-time is both stationary 
and spatially homogenous. However, the scalar tP in Brans
Dicke theory is not constant. 

II. THE METRIC AND THE SCALAR FIELD 

The line element: 

ds2 = (dXO)2 - (dxlf - (dX2)2 - (1 + M2 + N 2 - L 2)(dx3f 
+ 2M dx ldx3 + 2N dx2dx3 - 2L dxodx3, (1) 

with the scalar field 

tP = [(A /a2)(qx l + rx2 - pXO) + eax'(Gxl + Ex2 + BxO) 
+ e - aX'(Hxl + Fx2 + CXO)(llw + II], (2) 

where L = - rxl + qx2, M = px2 - rxo, N = - px l + qxO, 
a 2 = q2 + r - p2, and A, an arbitrary constant, is a solution 
of the vacuum field equations of the Brans-Dicke theory of 
gravitation. 0) is the coupling constant. 

For a #0, the above solution is a general one represent
ing a homogeneous space-time allowing the following group 

of motions; 

(Xa,xb) = C~bXc' (3) 

where C ~b 's are the structure constants of the group with the 
following nonzero values: 

C~o=r, C63=q, C~I=r, CL=p, 

C~3 =q, C~3 =p. (4) 

[In defining the operators Xa 's the convention is as followed 
by Landau and Lifshitz. 2 The gab's occuring, are chosen as 
gab = (1, - 1, - 1, - 1) following the classification of struc
ture constant proposed by Hiromoto and Ozsvath. 3

] 

The constants in Eq. (2) satisfy the following conditions: 

qG + rE + pB = 0, 

aG -pE + rB = 0, 

qH + rF + pC = 0, 

aH + pF + rC = 0. 

For a = 0, the scalar field tP is given by 

(5) 

tP = {A [(X3)2/2](pxo - qx l - rx2) + x 3(Fxo + BXI + Dx2) 
+ Gxo + CXI + EX2}lIw + I (6) 

and the constants satisfy the following relations: 

qB + rD +pF= 0, 

pB-rA +qF=O, 

pC+D+qG= 0, 

rC-qE-F=O, 

C 2 + E 2 _ G 2 = 0. (7) 

Details of calculations along with some other results may be 
published elsewhere. 

In the present case, R I'V = 0, so that the metric ( 1) is a 
vacuum solution for the general relativity equations also. 
This has been already noted Hiromoto and Ozavath. 3 Consi
dered from the point of view of Tabensky and Taub,4 who 
have shown that any Brans-Dicke solution in vacuum has an 
alternative interpretation in terms of a massless scalar field 
or a perfect fluid in irrotational motions, with an equation of 
state as pressure equals to density, the present case corre
sponds to a trivial one, i.e., a massless scalar field or a perfect 
fluid with vanishing energy-stress tensor. 

The role of the scalar tP is interesting. It is not trivial, 
i.e., tP does neither vanish nor is equal to a constant. This 
means that the Lie derivative of tP with respect to the four 
Killing vectors does not vanish. However, all the compon-
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ents of the tensor <p I';v vanish and this makes possible a solu
tion of the Brans-Dicke equations. 
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